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Introduction: A New Frontier for
Developmental Behavioral Neuroscience

Mark S. Blumberg, John H. Freeman, and Scott R. Robinson

As editors of this volume, we wrestled with alter-
native titles to capture what we felt was a theo-
retically connected but highly interdisciplinary
field of science. Previous edited volumes that have
addressed related content areas were published
over a 15-year span beginning in the mid-1980s
under the label of “developmental psychobiology”
(e.g., Blass, 1986, 1988, 2001; Krasnegor, Blass,
Hofer, & Smotherman, 1987; Shair, Hofer, & Barr,
1991). Although all three of the editors of the pre-
sent volume have longstanding ties to the field of
developmental psychobiology (DP) and its parent
society (the International Society for Developmental
Psychobiology), we also view our work as part of a
larger community of researchers in behavioral neu-
roscience, comparative psychology, developmental
science, and evolutionary biology. This volume is
aimed at this larger research community concerned
with empirical and theoretical issues about behav-
ioral and neural development.

DP has traditionally concerned itself with inves-
tigations of the biological bases of behavior and how
they change during development. The rich tradition
of DP is seen in the many advances it has provided
to our understanding of behavior and behavioral
development. Moreover, DP has been distinguished
by its adherence to an epigenetic perspective, that
is, a perspective that embraces all contributions to
individual development, from the molecular to the
social. DP remains a productive and innovative dis-
cipline, but it now faces new challenges posed by
rapid advances and the advent of powerful technol-
ogies in molecular biology, neuroscience, and evo-
lutionary biology. These challenges, however, are
also opportunities. Thus, our goal for this volume
is twofold: (1) to communicate the central research
perspectives of DP to a wider community inter-
ested in behavioral and neural development and

(2) to highlight current opportunities to advance
our understanding of behavioral and neural devel-
opment through enhanced interactions between
DP and its sister disciplines.

In 1975, in his influential book Sociobiology:
The New Synthesis, E. O. Wilson famously looked
forward to the year 2000 when, he predicted,
the various subdisciplines of behavioral biology
could be represented by a figure in the shape of a
barbell—the narrow shaft representing the dwin-
dling domain of the whole organism (i.e., ethology
and comparative psychology) and the two bulging
orbs at each end comprising the burgeoning fields
of sociobiology and neurophysiology. Wilson’s pre-
diction that the study of the whole organism would
be “cannibalized” by population and reductionistic
approaches seemed, to many behavioral research-
ers over the last quarter century, to be relentlessly
fulfilled. But ultimately, the “death of the organ-
ism” has proven greatly exaggerated. On the con-
trary, we are witnessing a resurgence of interest in a
diversity of mechanisms—especially developmen-
tal mechanisms—that contribute to the form and
function of the organism. Most importantly (for
this volume), the behavior of whole organisms has
emerged as a central product and causal influence
of developmental change.

Wilson’s view of the future from his 1975
perch reflected two biological themes—cell theory
and evolutionary theory—that were central to the
rise of modern biology in the nineteenth century
and which were greatly refined and expanded in
their influence in the twentieth century. By the
mid-twentieth century, these two perspectives cul-
minated in the rise of the Modern Synthesis, the
discovery of DNA, and the success of the molecu-
lar revolution. The new emphasis on parts and pop-
ulations anchored Wilson’s barbell and relegated



the organism to a transient vessel, a mere convey-
ance for selfish genes (Dawkins, 1977). On the one
hand, the Modern Synthesis succeeded in reconcil-
ing Darwinian evolution with population genetics
(Provine, 1971); on the other, the successes of molec-
ular biology convinced many that whole organisms
could be reduced to individual traits and crucial
biochemicals produced through the actions of sin-
gle genes (Keller, 2000; Moore, 2001). Although
many prominent scientists tried very hard to offer
plausible alternatives and amendments to these two
dominant perspectives (Alberch, 1982; Gottlieb,
1992; Gould & Lewontin, 1979; Lehrman, 1953;
Stent, 1977), they were unable to stem the tide.

Proximate causes are the immediate conditions
that give rise to behavior. Such causes include
activity in particular neural circuits, the actions of
neurotransmitters at specific receptors, the modulat-
ing influence of hormone molecules, and the trans-
duction of sensory stimuli into neural responses.
In contrast, ul/timate causes refer to the function or
purpose of behavior, which in evolutionary terms
is the result of natural selection acting on popula-
tions. Although the distinction between proximate
and ultimate causation is evident in the early writ-
ings of both biologists (Baker, 1938; Huxley, 1916;
Lack, 1954) and comparative psychologists (Craig,
1918; Dewsbury, 1999), this dichotomy of causes
was promoted most effectively by Ernst Mayr
(Beatty, 1994; Mayr, 1961), a central figure in the
rise of the Modern Synthesis. Interestingly, Mayr
used proximate and ultimate causation as indepen-
dent explanations to defend evolutionary interpre-
tations from criticisms coming from mechanistic
physiologists and molecular biologists (Amundson,
2005; Dewsbury, 1999; Mayr, 1974). In effect,
Mayr appealed to the explanatory categories of
proximate and ultimate causation to delineate the
fields of molecular—cellular and population biol-
ogy, thereby creating the very barbell that Wilson
conveniently “predicted” in 1975.

Of course, what was missing from both the
Modern Synthesis and the reductionism of molec-
ular biology was an adequate appreciation for the
role of development as a mediating cause of organic
change. As long as genes were viewed as root causes
of individual characteristics (necessary for a mod-
ern synthetic interpretation of evolution), and gene
frequencies in populations were viewed as sufficient
metrics of evolution, it was possible to skip over the
messy details of how a fertilized egg is transformed
into an organism that can, in turn, be a target of
natural selection. Tinbergen (1963) and Hailman

(1967) at least called attention to the value of devel-
opmental analyses of behavior and expanded the
traditional dichotomy of causes into four “causes
and origins” of behavior: (1) causation or control
(immediate physiological mechanisms), (2) devel-
opment (history of change in the individual),
(3) adaptive significance (mechanisms acting on
past populations, such as natural selection), and
(4) evolution (history of change in the population).
But whether viewed as two, four, or even more clas-
ses of cause, such classification schemes have reified
the notion that biological causes can be treated as
distinct and independent entities.

Tinbergen’s four-question scheme has been
widely adopted in textbooks and behavioral train-
ing programs and has contributed a great deal to the
clearer formulation of research questions in ethol-
ogy and comparative psychology (Dewsbury, 1994;
Hailman, 1982; Hogan, 1994; Sherman, 1988).
But it also has obscured deep underlying connec-
tions between these areas of inquiry. For instance,
we are coming to appreciate that—in contrast to
the comparative anatomy of behavior espoused
by Lorenz (1937, 1981)—bechavior is not an entity
such as a bone or internal organ that has a continu-
ous existence. Rather, each behavioral performance
is unique and ephemeral, although it may be recog-
nizably similar to other performances by the same
individual in the past or other individuals of the
same species. Behavior is elaborated in time despite
the common research practice of treating individ-
ual behavioral acts as instantaneous for purposes
of analysis. From these perspectives, the causation
of behavior, which encompasses the “proximate”
physiological mechanisms that generate behavior,
also should be seen as a question of historical ori-
gins, albeit on a much briefer time scale and there-
fore within the same continuum of phenomena as
development.

Theorists since Darwin also have recognized par-
allels in patterns of change on developmental and
evolutionary time scales. Early attempts to explain
the phylogenetic information evident in embryolog-
ical development were founded on notions such as
Haeckel’s biogenetic law, which stated that embryos
pass through the same sequence of stages during
development as the adult forms of ancestral species
during evolution (Haeckel, 1866). Although strong
forms of recapitulation have long since been discred-
ited (Gould, 1977), developmental issues have risen
in prominence again over the last several decades
within both the evolutionary (Kirschner & Gerhart,
2005; West-Eberhard, 2003) and molecular (Carroll,
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2005) domains. Moreover, the success of unsuper-
vised processes such as natural selection in explain-
ing evolutionary change has led to similar shifts of
emphasis on emergent process and multicausal inter-
actions in changes occurring within the lifetime of
an individual. For example, the twin processes of
variation and selection have been proposed as gen-
eral principles leading to greater organization with-
out preexisting instructions in various domains of
development, including antibody production in the
immune system (Burnet, 1957; Jerne, 1955), operant
learning (Hull, Langman, & Glenn, 2001; Skinner,
1981), motor development (Sporns & Edelman,
1993), neural development (Changeaux, 1985;
Sporns, 1994), and moment-to-moment functioning
of the nervous system (Edelman, 1987).

Despite a plethora of metaphors about devel-
opmental programs encoded in genetic blueprints,
and the repeated appeals of nativists to genetically
determined modules governing specific aspects of
behavior and cognition, the study of behavioral
development has never been more vibrant. A clear
example is the “new” concept of epigenetics and its
role in development. In modern genetics, epigenet-
ics refers to changes in developmental outcomes,
including regulation of gene expression, that are
based on mechanisms other than DNA itself. At
a molecular level, gene expression can be affected
by experience and sensory-dependent activation of
immediate early genes (e.g., ¢-fos), alternative and
contingent editing and translation of mRNA tran-
scripts, methylation and chromatin remodeling in
the regulation of gene expression, and chaperoned
folding and other posttranslational modifications of
newly synthesized proteins. Thus, the discovery that
gene function is modulated by epigenetic factors
has recapitulated, at a molecular level, what devel-
opmental psychobiologists working at a behavioral
level have known for decades: that development is
multicausal, multilevel, embodied, contextual, con-
ditional, and most importantly, not preformed in a
genetic blueprint or program (Kuo, 1967; Lehrman,
1953).

Moreover, a renewed appreciation for the forma-
tive role of experience—not justin the sense of explicit
learning but in the broader sense that Lehrman
(1953) emphasized—in the self-organization of
complex nervous systems is dramatically altering the
developmental and neurophysiological landscape.
What is emerging is a science of developmental
systems and epigenesis that places all of the factors
that guide development and evolution—from genes
to social systems—in proper balance (Blumberg,

2005, 2009; Gottlieb, 1997; Oyama, Griffiths, &
Gray, 2001; West, King, & Arberg, 1988). Although
Wilson’s barbell may have seemed inevitable 30
years ago, it now appears that researchers working
at both molecular and population levels of analysis
are returning to the whole organism in general and
development in particular. Perhaps we are beginning
to see glimpses of a new kind of synthesis—elabo-
rated from conceptual foundations in developmental
psychobiology and developmental systems theory—
which will unify time scales from the neurophysio-
logical to the developmental to the evolutionary.

The foregoing are just a few of the recent trends
in developmental behavioral neuroscience that orig-
inally spurred us to assemble the present volume.
In seeking contributions for this volume, we have
attempted to bring together a diverse group of indi-
viduals who have been investigating the develop-
ment of behavior from a variety of perspectives using
a variety of techniques. Our criteria for inclusion
were nonstandard: we invited contributions from
individuals based less on their academic affiliations
and more on their topics of research and conceptual
perspectives. We believe that this approach to assem-
bling these contributions will help to reveal common
themes that have otherwise been hidden within the
subdisciplines that most of us inhabit. As a conse-
quence, we hope that this volume will encourage
future cross-disciplinary work and spur new insights
and, perhaps, even new collaborations.
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CHAPTER

1 The Value of Truly Comparative and

Holistic Approaches in the Neurosciences

Patrick Bateson

Abstract

“Comparative” means much more than picking unusual examples from across
the animal kingdom. As an approach, it involves systematic examination of

the similarities and differences in characteristics within a taxonomic group.
Intensive examination of a few model species clearly has brought huge rewards
but does not address the issue raised by those who wish to use diversity in
order to uncover evolutionary principles. The matter of separating the famous
four questions about control, development, function, and evolution posed by
Tinbergen remains as important as ever. However, the questions lead to answers
that are interfertile and, when considered jointly, bring rich dividends. Also the
practice of considering the variety of factors that operate in the development
and control of behavior provides a valuable antidote to a focus on a single
causal factor. Asking how the various determining or controlling factors interact
is crucial to understanding how a system works. The solution lies in bringing
together holistic and analytical styles of research.

Keywords: comparative, taxonomic group, control, development, function,
evolution, Tinbergen, holistic style, analytical style

T havespentmuch of my research career collaborating
with colleagues from other disciplines. This has
been enormously rewarding but has often led to
misunderstandings when the same words were
used but with different meanings. Much more fun-
damental, however, were the differences in scien-
tific approach that arose in our debates. Behavioral
biologists, to which band I belong as an ethologist,
are prone to emphasize all the different factors that
influence behavior. We also tend to skip from one
species to another, not joining forces to uncover the
mechanisms that underlie the behavior of just one
animal. This draws the fire of the neurobiologists
who find irritating what looks to them like obscu-
rantism and a failure to focus. Why, they ask, can’t
the behavioral biologists work on a model organism

such as Drosophila melanogaster, Mus musculus, or
Caenorbabditis elegans like the geneticists and the
developmental biologists? Adopt the August Krogh
principle (Krebs, 1975) and find a good model
from somewhere in the animal kingdom. As far as
our critical colleagues are concerned, use of such
models represents the meaning of the “compara-
tive” approach to any subdiscipline of biology.

A good scientific answer to such criticism is that
no single model organism is suitable for solving
all problems in genetics or developmental biology,
let alone neurobiology. Furthermore, a thorough
knowledge of the animal kingdom is needed to
find a preparation such as the giant axon of the
squid or, indeed, the special network properties
of C. elegans—as Sydney Brenner knew very well



when he picked that nematode for his research
program. However, these responses to the criticism
of the seemingly dilettante activities of the behav-
ioral biologists miss a much more important point.
The tough-minded advice to us is that we should
abandon our pottering excursions down the coun-
try lanes of animal diversity and get onto the main
highways where we should drive toward the goal of
describing the universal principles that underlie the
organization of behavior. Such advice is, however,
irrelevant to those people who wish to uncover
evolutionary principles and for whom the study
of diversity is crucial. Concentrating effort and
resources on a few model species would completely
miss the point of such work.

“Comparative” does not just mean working
on different species from those that have been
conventionally studied. The origins of the word in
comparative anatomy related to evolutionary and
functional questions. Can the degree of differences
between species reveal answers to issues such as
their relatedness and when the lineages diverged?
Can the similarities be related to convergences
where a common problem set by the environment
has been solved in the same way by unrelated
individuals? In classical ethology, Konrad Lorenz,
originally trained as a medical doctor, applied the
traditional methodology of comparative anatomy
to the behavior of the duck family and produced an
evolutionary tree for these birds on the basis of their
aggressive and courtship displays (Lorenz, 1941).
His fellow Nobel laureate, Niko Tinbergen, having
originally described himself as a physiologist who
worked on behavior, effectively founded the subject
of behavioral ecology by focusing his attention on
the current utility of behavior. Tinbergen went on
to formulate the famous four questions of ethology,
which are to be found at the beginning of nearly
every contemporary textbook of animal behavior
(Tinbergen, 1963).

Tinbergen’s first question was about the prox-
imate factors responsible for the expression of
behavior: How do internal and external causal
factors elicit and control behavior in the short
term? For example, which stimuli elicit the behav-
ior pattern and what are the underlying neurobio-
logical, psychological, or physiological mechanisms
regulating the animal’s behavior?

His next question was about development.
How did the behavior arise during the lifetime of
the individual; that is, how is behavior assembled?
What factors influence the way in which behav-
ior develops during the lifetime of the individual

and how do the developmental processes work?
What is the interplay between the individual and
its environment during the assembly of its behav-
ior? In addition, what aspects of the young animal’s
behavior are specializations for dealing with the
problems of early life or the gathering of informa-
tion required for behavioral development?

Tinbergen’s third question was about the cur-
rent use or survival value of the behavior. How does
behaving in a particular way help the individual to
survive? How does an animal’s behavior help it to
reproduce in its physical and social environment? In
other words, what is it for? And his fourth question,
which he distinguished clearly from the third, was
about evolution. How did the behavior arise dur-
ing the evolutionary history of the species? What
factors might have been involved in molding the
behavior over the course of evolutionary history?
How can comparisons between different species
help to explain that history? How has behavior
itself driven the evolutionary process through mate
choice and animals” adaptability and construction
of their environments?

While Tinbergen’s four questions are logically
distinct and should not be confused with each
other, it can be helpful to ask more than one type
of question at the same time. Correlations between
the occurrence of behavior and the circumstances
in which it is seen often lead to speculations about
current function. These speculations can lead in two
directions. They may suggest what are likely to be
important controlling variables and then to exper-
iment. Alternatively, they may suggest a design for
the way in which the mechanism ought to work.
Here again, the proposal can be tested against
reality. For example, as an animal gathers infor-
mation about its fluctuating environment, what
rules should it use in deciding where it should feed?
Should it go to a place where the food is always
available in small amounts or to one in which it is
periodically available in large amounts? Ideas about
the best ways to sort out such conflicts between for-
aging in different places have provided insights into
the nature of the mechanism. Working the other
way, the knowledge of mechanism has provided an
understanding of how such behavior might have
evolved (Real, 1994).

In the study of behavior, asking different types
of questions has proved to be extraordinarily fruit-
ful. It follows that similar approaches to the study
of the neural mechanisms that underlie behavior
should be equally beneficial. It is in this respect
that comparative studies, in the nontrivial sense
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of the phrase, should have a substantial payoff. To
take an example from human biology, it is highly
probable that the reduced growth of pygmies has
evolved independently on five different occasions
in response to the peculiar ecological challenges
set by living in a dense equatorial forest. This is an
example of the familiar problem of convergence—
although in this case it is convergence within a
species. How is stature reduced relative to the pyg-
mies’ ancestors? It turns out that different mecha-
nisms have been employed as the evolution of small
stature occurred in different parts of the world. In
four populations of pygmies, growth is inhibited
by reduction in the production of the insulin-like
growth factor (IGF1) and in one case, the Ok peo-
ple of Papua New Guinea, it is not. This population
has a decreased level of growth hormone—binding
protein (Schwarts, Brumbaugh, & Chiu, 1987).
Without the comparative evolutionary backdrop,
it is not difficult to see how answers to the purely
mechanistic question might have led needlessly
to futile academic disputes. With the concept
of evolutionary convergence in mind, the study
of the mechanisms involved in growth is greatly
enriched.

Evolutionary biology has been revolutionized by
the widespread availability of sequence data and the
development of computational methods for dealing
with such data (Pagel, 1999). Modern methods can
be used to infer ancestral characteristics or to test
ideas about the order in which particular forms of
behavior evolved or to test hypotheses about adap-
tations. To take an example closely related to the
central theme of this volume, Reader and Laland
(2002) used the reported incidence of behavioral
social learning, innovation, and tool use to show
that brain size and cognitive capacity are corre-
lated. A comparative analysis of 533 instances of
innovation, 445 observations of social learning,
and 607 episodes of tool use established that social
learning, innovation, and tool use frequencies are
positively correlated with the species™ relative and
absolute “executive” brain volumes. This was true
after controlling for phylogeny and for the research
effort devoted to a particular taxonomic group.
In this way, Reader and Laland were able to pro-
vide an empirical link between behavioral inno-
vation, social learning capacities, and brain size in
mammals.

I want to turn now from the broad issue of
bringing different biological questions together
to another feature of behavioral biology that
should bring rich dividends when it is applied to

neurobiology. This is the habit of considering the
variety of factors that operate in the control of
behavior and, equally important, the development
of behavior, which has been my special interest.
This approach is sometimes been seen as being at
odds with the analytical approach of experimental
biology and, indeed, with the selfish gene approach
of evolutionary biology (see Noble, 2006). When
the array of factors involved in development is laid
out, the hard-nosed thinker demands to know
“What is really responsible?”

Many powerful voices had urged the behavioral
and social sciences to model themselves on the
success stories of classical physics or molecular biol-
ogy. The obvious attractions of producing simple,
easily understood explanations has meant unfortu-
nately that crucial distinctions have been fudged in
the name of being straightforward and analysis has
been focussed on single factors in the name of clar-
ity—as has been particularly obvious in studies of
behavioral and cognitive development. Little pro-
gress is made in the end if the straightforwardness
and clarity are illusions. Nobody likes to think that
his or her pet principles are constrained. Indeed, a
common feature of bolder writers is to make a vir-
tue of this dislike and drive grossly stripped down
explanations all over the place as though these were
the attractive and necessary simplifications for
which everybody craves.

I will illustrate this type of approach from a
friendly dispute that I have had with Richard
Dawkins (Bateson, 2006). When I reviewed his
book 7he Selfish Gene, 1 commented that Dawkins’
(1976) vivid way of thinking about evolution could
be used as a reassertion of the crude role of genes
in development. I knew perfectly well that when
Dawkins was writing up the work he did for his
doctorate at Oxford several years earlier, he had
expressed as clear an understanding of develop-
ment process as you could find at the time. If any-
body had any doubts in later years, all they had to
do was read the second chapter of Dawkins’ (1982)
second book 7he Extended Phenotype. Yet Dawkins
slipped from his account of genes with metaphorical
intentions to giving special status to the gene as the
programmer of development. To illustrate where
this language might go, I took the case where the
ambient environmental temperature during devel-
opment is crucial for the expression of a particu-
lar phenotype. If the temperature changes by a few
degrees, the “survival machine” might be beaten by
another one. Would not that give as much status
to a necessary temperature value as to a necessary
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gene? The temperature value is also required for the
expression of a particular phenotype. It is also stable
(within limits) from one generation to the next. It
might even be transmitted from one generation to
the next if the survival machine makes a nest for
its offspring. Indeed, I concluded, using Dawkins’
own style of teleological argument: the bird is the
nest’s way of making another nest.

Dawkins’ riposte to my tease was that nest mate-
rial does not have the permanence of DNA. Later
he developed the point, arguing that nests do not
have the causal significance of genes. “There is a
causal arrow going from gene to bird, but none in
the reverse direction. A changed gene may perpetu-
ate itself better than its unmutated allele. A changed
nest will do no such thing unless, of course, the
change is due to a changed gene, in which case it is
the gene that is perpetuated, not the nest.”

Dawkins (1982) realized, however, that he might
have been at cross purposes with my argument and
on the next page, he wrote: “As is so often the case,
an apparent disagreement turns out to be due to
mutual misunderstanding. I thought Bateson was
denying proper respect to the Immortal Replicator.
Bateson thought that I was denying proper respect
to the Great Nexus of complex causal factors inter-
acting in development.” His ironic reference to the
Great Nexus (not a phrase I have ever used) was
not intended to be complimentary. He was con-
cerned with what he took to be my obscurantism.
Now this was not an argument about how scien-
tists should approach evolutionary issues. It was an
argument about how scientists should think about
mechanism.

I accept without question that being compli-
cated for its own sake has no merit, but expla-
nations are worthless if they do not bear some
relation to real phenomena. How the parts relate
to each other is a precondition to understanding
process and understanding process is the precursor
to uncovering principles. Inevitably, tension still
exists between those who emphasize differences
and focus on complexity and those who unify and
simplify. In my own research, my general concern
has been with how the undoubted complexities
of development might be made more tractable by
uncovering principles that make sense of that com-
plexity (Bateson, 1991).

So where does all this take us? Comparative
approaches in the sense used by evolutionary biolo-
gists have not been used much, if at all, by neuro-
scientists. What good would they do if they were
used? For a start, they might indicate whether

or not similar looking processes had evolved
independently or whether they were homologous
in the sense that the animals exhibiting these
characteristics had a common ancestor that also
had these characteristics. Such knowledge would
be important for anybody who believed that their
preparation was a model for a system with similar-
looking characteristics in humans. Secondly, the
comparative approach would enable the functional
relations between two systems to be examined. If
System A supposedly evolved to serve System B and
a comparative approach showed that A had evolved
before B, then the functional explanation would
have to be revised.

When neural systems are considered, behav-
ioral biologists can usefully assist neurobiologists
in dealing with the properties of the phenomenon
under study. Behavioral biologists are not, of course,
alone in recognizing that properties of organisms
are the product of many different factors that often
interact in surprising ways. Dynamical systems
with nonlinear properties are commonplace and
well understood by chemists and physicists. The
shortcomings of the causal chain approach are par-
ticularly unfortunate in statements about develop-
ment. It is commonplace for a neural pathway or
a pattern of behavior to be referred to as “geneti-
cally determined.” The implication is that nothing
other than the genes influence the outcome of the
developmental processes, which is surely nonsense.
Genes code for polypeptides and nothing else.
A small subset of genes and cytoplasmic conditions
start the whole process of development after fertil-
ization of the egg. These starting conditions create
products that switch off some active genes, switch
on others, and bring the developing components
into contact with new influences from outside. No
one-to-one correspondence exists between genes
and any network property of the nervous system
or any patterning of behavior. Furthermore, coding
DNA may be inherited from previous generations
but inactivated by one of a variety of epigenetic
processes (Jablonka & Lamb, 2005).

The value of these essentially holistic messages,
for the neuroscientist who took them to heart,
would be to address the following questions. What
are the various factors, both internal and external to
the animal, that impinge on the organization and
behavior of a neural system? How do these factors
interact? Do consequences of the system’s behav-
ior feed back onto these factors to change them?
In many ways, getting answers to these questions
would be more fruitful than running prematurely
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to a mathematician to help formalize the prob-
lem of how a neural system operates. I appreciate
that this is not a message that everyone will want
to hear. For some, their research is driven by clear
and explicit theories. Other people suppose that
when enough information has been collected, the
explanations for behavior will stare them in the
face. Some push a theory for all it is worth until it
overwhelms the opposition or collapses from weak-
ness. Others, revelling in curiosity, simply enjoy the
diversity of individuals and species. The opposition
between these contrasting styles is easily overstated
for they complement each other and, when those
who work in different ways find a way of coming
together, my optimistic hope is that they will find
such a union highly productive in answering all of
Tinbergen’s four questions.
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2

Timothy D. Johnston

Abstract

Developmental Systems Theory

Developmental systems theory (DST) provides a framework for understanding
behavioral development that transcends the misleading dichotomies that have
characterized the field. Drawing on Kuo’s criticisms of the concept of instinct in
the 1920s, T. C. Schneirla and Daniel S. Lehrman laid the conceptual groundwork
for contemporary DST during the middle of the twentieth century, work that
was later built on by Gilbert Gottlieb, who developed his theory of probabilistic
epigenesis. DST incorporates a concept of experience that goes beyond the
traditional equation of experience with learning, which has helped to sustain
dichotomies such as that between learning and instinct, and replaces unhelpful
genetic metaphors with a molecular understanding of gene action during the

course of development.

Keywords: DST, Kuo, T. C. Schneirla, Daniel S. Lehrman, Gilbert Gottlieb,

probabilistic epigenesis

theory (DST) is a
theoretical framework that provides an alterna-
tive to the very pervasive tendency to think about
behavior in dichotomous terms, to attribute pat-
terns or aspects of behavior either to genetic influ-
ences (nature) or to experience (nurture) separately.
Proponents of DST have argued that the attempt to

Developmental  systems

partition behavior in this way is based on a funda-
mental misconception about the way in which liv-
ing systems develop and articulated an alternative
theoretical approach with a number of distinctive
themes. The following list of themes is a modifica-
tion of the list presented by Oyama, Griffiths, and
Gray (2001a):

1. Behavior is jointly determined by multiple
causes: Behavior cannot be attributed separately to
individual developmental causes (such as genes or

I2

experience). Every pattern of behavior has multiple
determinants (also called developmental resources;
Grifhiths & Gray, 1994) and the task of develop-
mental analysis is to specify the ways in which the
determinants act together in particular cases.

2. Genetic influences are not privileged in devel-
opment: Although this theme can logically be
subsumed under the first theme, it is worth iden-
tifying separately because a great deal of work
in DST has been devoted to finding alternatives
to the view that genes can be said to determine,
control, or specify certain patterns or features of
behavior. For a variety of reasons (discussed later
in this chapter), the idea of genetic specification
has been especially hard to eliminate from the
analysis of behavior.

3. Development is context sensitive: The way in
which one developmental factor (such asa particular



experience or the activation of a particular gene)
affects development depends on the current state of
the developing system and on the presence of other
developmental factors.

4. Organisms inberit resources for development,
not traits or specifications of traits: Inheritance
involves not just a set of genes but a variety of other
developmental resources that are reliably transmit-
ted between generations. In particular, organisms
inherit typical environments within which devel-
opment takes place. These resources support the
construction of the behavioral phenotype, which
is neither inherited itself nor specified by inher-
ited programs or instructions. This concept has
also been referred to as “extended inheritance”
(Jablonka, 2001; Sterelny, 2001; Sterelny, Smith,
& Dickison, 1996).

5. The developing system extends beyond the skin
of the organism: All behaviors involve interactions
between the organism and its environment, includ-
ing (in many cases) a social environment made up
of conspecifics. These interactions are themselves
part of the developing system and also serve as
resources supporting developmental change.

6. Evolution involves change over time in entire
developmental systems, not just in the genetic makeup of
populations: Because DST rejects the idea that genes
alone specify any aspects of behavior, it also has been
critical of the idea that behavioral evolution can be
explained in genetic terms alone. While DST does
not deny that change in the genetics of populations
is one important source of behavioral evolution, it
also postulates additional, nongenetic sources of
evolutionary change (Gottlieb, 1987; Johnston &
Gottlieb, 1990; see Lickliter & Honeycutt, 2003,
and Chapter 3, for a thorough discussion).

Many people have contributed to DST and
not all of them agree on every theoretical point
(see Oyama, Griffiths, & Gray, 2001b), but all,
I believe, accept the main ideas embodied in these
themes. Although DST itself is of relatively recent
origin (Gray, 1992; Oyama, 1985, 2000; Schaffner,
1998), the ideas it embodies grew out of attempts
to understand behavioral development that date at
least to the early part of the twentieth century and,
indeed, long before.

Historical Background

The theoretical issues and puzzles that led to the
articulation of DST have along history in both biol-
ogy and psychology. It is self-evident that organ-
isms grow not only in size but also in complexity;

the question of where the increase in complexity
comes from has a long history stretching back into
antiquity, but was focused especially by anatomi-
cal investigations beginning in the seventeenth
century. Two broad positions emerged from the
debates engendered by these investigations (see
Chapter 3; Oppenheim, 1982, 1992). On one side
were the preformationists, who argued that the
complex structures we see arising in development
are present even in the fertilized egg and that devel-
opment is simply an unfolding of this preexisting
structure. On the other side were the epigeneticists,
who contended that organisms really do become
more complex during development and that ana-
tomical structures emerge from an unformed ger-
minal material.

Both positions were problematic. If the prefor-
mationists were correct, then the origin of complex-
ity in development simply seemed to be replaced
by the even deeper puzzle of how that complex-
ity got into the fertilized egg. But the epigenetic
position seemed to require the existence of some
mysterious force to account for the appearance of
complex structure out of nothing, an unattractive
feature in an age seeking scientific explanations
of the natural world, with the mechanical expla-
nations of classical physics serving as a model.
In many respects, preformationism seemed the
more scientifically tenable position. Accepting, as
most people did, the initial creation of all living
things ex nibilo, the origin of organismic complex-
ity could be attributed to God’s design, leaving
its unfolding in successive individual organisms
merely a mechanical problem, well-suited to
scientific investigation. The debate between these
two positions continued well into the nineteenth
century, although the terms of the debate changed
as scientific understanding advanced. The idea
that perfectly formed anatomical structures exist
in miniature from the very beginning of devel-
opment was soon called in question by improved
microscopes but the same technology also revealed
that the cytoplasm of the egg is not entirely homo-
geneous and undifferentiated. Thus, by the nine-
teenth century, neopreformationists were arguing
that an initial heterogeneity in the egg cytoplasm
gives rise to anatomical structure as a result of a
mechanical process of maturation.

Nature versus Nurture: Instinct
versus Learning
The epigenesis—preformation  debate  was

conducted almost entirely in relation to anatomical
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structure and hardly communicated at all with the
inquiries, mostly within philosophy, that would
eventually lead to the emergence of psychology.
However, its major theme, pitting preexisting com-
plexity against the gradual emergence of order, finds
an echo in philosophical debates between nativists
and empiricists about the origins of knowledge.
Nativists (such as Plato, Descartes, and Kant) have
maintained in general that knowledge is preexist-
ing in the mind, or the soul, and is awakened or
unearthed by experience, which plays no role in
shaping or structuring what we know. Empiricists
(such as Aristotle, Bacon, and Hume) argue that
the mind is empty prior to experience (the tbula
rasa of the seventeenth-century British philoso-
pher John Locke) and that experience constructs
and shapes knowledge as we interact with the world
through our senses.

Although this very brief description caricatures
two complex and highly differentiated episte-
mologies, it identifies an underlying theme that is
common to the two great currents of inquiry that
most influenced theories of behavioral develop-
ment as they emerged in the late nineteenth and
early twentieth centuries—a biological current that
runs through evolutionary biology, anatomy, and
genetics, and a philosophical current that emerges
in psychology. These currents met and mingled in
complex ways to shape thinking about behavioral
development but they both helped to legitimize the
view that one can reasonably ask whether a par-
ticular feature (a behavior, an idea, a psychological
ability) is part of an organism’s preexisting struc-
ture or, alternatively, emerges de novo in the course
of its lifetime.

By the beginning of the twentieth century, scien-
tists studying behavior, whether human or nonhu-
man, had mostly accepted Darwinian evolution as
the foundation of their analyses (Richards, 1987).
It was becoming widely understood that principles
drawn from the study of nonhuman animals could
be applied to humans and, in particular, that at
least a portion of human behavior could be attrib-
uted to instinct. Instincts had been prominent in
writings on the behavior of nonhuman animals
since well before Darwin, but it was the widespread
acceptance of evolutionary thinking that extended
their application to humans as well. People had
long marveled at the precision with which the
instinctive behavior of animals fit the most exact-
ing demands of the environment, a characteristic
attributed to the careful design of a benevolent
Creator. This is the position of natural theology,
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associated especially with the eighteenth-century
naturalist and theologian William Paley (e.g.,
Paley, 1848; see Richards, 1981). With Darwin’s
theory at hand, natural selection gradually came to
replace divine creation as the explanation for the fit
between instinct and environment.

Evolutionary theory had several important
influences on the landscape of American psy-
chology at the end of the nineteenth century (see
Cravens & Burnham, 1971; Richards, 1987, espe-
cially Chapters 9 and 10). The comparative psy-
chology of learning grew out of the application
of experimental methods imported from German
psychological laboratories to problems of animal
behavior articulated by British evolutionary natu-
ralists, such as George Romanes (1884) and Conwy
Lloyd Morgan (1895; see Dewsbury, 1984). The
early work of Edward Thorndike (1898) and oth-
ers on animal learning included the careful design
of experiments that would separate learning from
instinct so that the former could be studied in iso-
lation (see pp. 15-16). The existence of instinct,
far from being denied, was viewed as a powerful
influence on behavior that could easily obscure the
effects of learning, which was the primary focus of
interest for these researchers.

In a rather different vein, the convergence of
Darwinian evolutionary theory and philosophical
pragmatism gave rise to the functionalist school of
psychology in which instinct played a prominent
role. In his Principles of Psychology (1890), William
James listed more than 20 human instincts and, in
the following decades, that list was expanded by
other writers until it seemed that virtually every
identifiable form of behavior was to be explained
by a specific instinct. Bernard (1924) cataloged
over 850 proposed instincts from the psychological
literature up to 1920. Perhaps the most influential
instinct theorist during this period was William
McDougall (1908), whose “hormic psychology”
(from horme [Greek], impulse or urge) sought to
explain all behavior in terms of underlying instinc-
tive mechanisms. In McDougall’s tripartite theory,
each instinct has an affective core responsible for
the impulse associated with the instinct, a cogni-
tive component that provides knowledge of objects
relevant to the instinct, and a conative (or motor)
component that generates action with respect to
these objects. The core is innate and unmodifi-
able and is responsible for the goal-directedness of
the instinctive behavior. The cognitive and cona-
tive components are much more variable and can
be modified by experience. Thus the instinct of



fear, for example, ensures that the organism will
always experience fear and attempt to flee from
the presence of danger (the affective core), but the
particular objects that evoke fear and the particular
actions taken to avoid the danger it connotes may
vary from one individual to another. McDougall
argued that in nonhuman animals, instincts are
not much subject to modification by experience,
but in humans, the role of learning has become
much more important. As a result, it is harder to
discern the innate affective core of human behav-
jor, a problem made more acute because human
instincts are also more numerous than are those of
nonhuman animals.

The Anti-Instinct Movement

Starting around 1920, the concept of instinct
was subjected to a series of highly critical analy-
ses, beginning with a paper by Dunlap (1919).
Dunlap distinguished between the teleological and
the physiological uses of the concept, the former
corresponding to McDougall’s theory of instinct,
with its inherently goal-directed affective core, the
latter to the more mechanistic theories proposed
by Lloyd Morgan and others working from a nat-
uralistic perspective. Dunlap acknowledged the
value of the physiological concept of instinct for
understanding behavior but criticized the teleolog-
ical conceptas vague and nonspecific. The criticism
initiated by Dunlap was echoed and further devel-
oped by a number of other authors, most especially
Zing-Yang Kuo, who published a series of papers
highly critical of the concept of instinct during
the 1920s (Kuo, 1921, 1922, 1924, 1928, 1929).
The details of Kuo’s arguments changed over the
course of the decade, becoming more radical in its
rejection of any instinctive or innate components
of behavior, but his fundamental point remained
unchanged. Calling patterns of behavior instinc-
tive provides only a label, not an explanation,
because it gives no account of how those patterns
come into being over the course of an individu-
al’s life. Instinct, Kuo said, provides a “finished
psychology”—finished in the sense that it assumes
an explanation of the developmental origins of a
behavior simply by giving it a label. Kuo (1921,
1922) initially accepted that some simple elements
of behavior, which he called “unlearned reaction
units,” were inherited, but later (Kuo, 1924) he
rejected even this limited concession, asserting
that “in a strictly behavioristic psychology...there
is practically no room for the concept of herediry”
(p. 428; italics in original).

Although Kuo’s was the most radical position,
several writers took issue with the vagueness and cir-
cularity in the way that the concepts of instinct and
heredity were used to explain behavior, resulting in
wide-ranging debate over the utility of the concept
of instinct in psychology during the 1920s and
1930s (e.g., Bernard, 1921; Chein, 1936; Dunlap,
1922; Marquis, 1930; Tolman, 1922). There were
many reasons to criticize the instinct concept as it
had been articulated by James, McDougall, and
other writers around the turn of the twentieth
century. Kuo’s main criticism was aimed at the
nondevelopmental ~ (even  antidevelopmental)
claim that instincts were determined by hered-
ity, whereas other behaviors result from learning,.
When instinct theorists considered development at
all, they maintained that instincts were the result of
maturation, the passive unfolding of behavior from
an inherited germ that was passed from parent to
offspring (Gesell, 1929, 1933; Witty & Lehman,
1933; see Oyama, 1982). Kuo’s dissatisfaction
with that preformationist (or nativist) position was
echoed by Leonard Carmichael (1925), an embry-
ologist who pointed out that even the development
of anatomical structure could not be explained
simply by assuming a passive maturational unfold-
ing. Carmichael described experimental results
from embryology showing that many supposedly
inherited anatomical features, such as the number
and position of eyes in fish, depend on the envi-
ronment for their normal development. Based on
such findings, Carmichael argued that attributing
some features of the organism to heredity alone, or
attempting to separate the effects of environment
and heredity in development, were quite futile.
“Heredity and environment are not antithetical,
nor can they expediently be separated,” he wrote;
“for in all maturation there is learning: in all learn-
ing there is hereditary maturation” (Carmichael,
1925, p. 260).

During the 1930s and 1940s, behaviorism
became the dominant influence in American
psychology, bringing with it an almost exclusive
empbhasis on the role of learning in shaping behav-
ior. Although most behaviorists rejected the utility
of the concept of instinct, and de-emphasized the
role of heredity, they nonetheless adopted a posi-
tion that was sympathetic to a sharp distinction
between experience and heredity as determinants
of behavior. At the turn of the century, Thorndike
(1898, 1911) had devised techniques for studying
animal learning that were intended to “get the
association process free from the helping hand
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of instinct” (Thorndike, 1911, p. 30). The puzzle
boxes and mazes that he used in his experiments
were intended to pose challenges that, while within
the general scope of the animal’s behavioral reper-
toire, were sufficiently unlike its natural environ-
ment that they could only be solved by learning.
Thorndike, and those like John B. Watson who
followed him in building the behaviorist tradition,
accepted the distinction between learning and
instinct (or experience and heredity) as a basis for
their work. Watson certainly accepted the utility
of instinct in his early work; only after 1920, when
he had left academia and was writing primarily for
a nonscientific audience (e.g., Watson, 1924), did
he adopt the radical environmentalist position that
has become so strongly associated with his name.
Behaviorists in general argued that experience
was far more important than heredity in shaping
behavior but they did not, for the most part, ques-
tion that some behavior is due to heredity and some
to experience (Herrnstein, 1972; Skinner, 1966).
Even more than that, within the behaviorist tra-
dition, “experience” was narrowly interpreted to
mean learning as defined by the prevailing theoret-
ical paradigms.

The distinction between heredity and experi-
ence, and the equating of experience with labora-
tory paradigms of learning, gave behaviorism a very
nondevelopmental perspective. And because behav-
jorism was so dominant in American experimental
psychology, much of the discipline tended to ignore
important developmental questions. A major excep-
tion to this generalization was the “child study
movement” and the study of child development to
which it gave rise. Initiated by G. Stanley Hall at
Clark University around the turn of the twentieth
century, child study sought to apply observational
and experimental methods to the understanding
of children’s behavior so as to benefit both child
rearing and educational practice. Even within
this developmental approach, however, the idea of
instinctive behavior played an important role. The
pages of the Pedagogical Seminary, the journal that
Hall founded at Clark, are filled with articles iden-
tifying one or another instinct in children and pro-
posing ways to use the child’s instinctive impulses
to guide educational or parenting practice. Hall
had little influence on mainstream experimen-
tal psychology, partly because of his unsystem-
atic and uncontrolled methods of data collection,
primarily involving questionnaires (Brooks-Gunn
& Johnson, 2006; Davidson & Benjamin, 1987).
As the study of child development grew during the
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middle part of the century, it drew on the work of
experimental embryologists such as Carmichael and
Coghill and acquired both a biological and a mat-
urational perspective, as represented especially in
the work of Arnold Gesell (1929, 1933). Although
strongly influenced by Gesell, Myrtle McGraw
(1946) offered a different view of development
in which genetic and environmental influences
were much more closely integrated (see Dalton &
Bergenn, 1995). However, this branch of the disci-
pline of psychology had only a limited impact on
DST, which grew from a different set of roots in the
second half of the twentieth century.

Ethological Instinct Theory

During the same period in which behaviorism
and the experimental study of animal learning
began to dominate American psychology, a very
different approach to the study of animal behavior
was emerging in Europe. Led by Konrad Lorenz
and Nikolaas Tinbergen, ethology involved the
naturalistic study of behavior, based primarily on
observation of animals under natural conditions
(see Tinbergen, 1951). The concept of instinct was
as central to ethological theory as learning was to
behaviorist psychology. Although ethologists read-
ily accepted that animals learn (just as behaviorists
acknowledged that they have instincts), learning
was not their primary interest and they looked for
ways to minimize its effects so as to gain an unim-
peded view of instinct (just as behaviorists devised
experiments to minimize the contributions of
instinct to the process of learning). An important
part of the rationale for this separation between
learning and instinct was the focus of ethological
theory on the evolution and adaptedness of behav-
ior, and it was instinctive, not learned behavior,
that was to be explained in evolutionary terms.
The importance of separating learned and instinc-
tive behavior is especially evident in the writings
of Lorenz.

Lorenz’s training in anatomy encouraged him
to apply the methods of comparative anatomists
to the analysis of behavioral evolution. By treating
patterns of behavior as analogous to anatomical
structures, Lorenz was able to work out phyloge-
netic relationships among species based on their
behavior. For a behavior to be useful in phylogeny,
however, it cannot be greatly affected by learning
(which he presumed would result in unpredictable
variation having nothing to do with evolutionary
relatedness) and so Lorenz restricted his attention
to behavior patterns that he could classify as strictly



instinctive, such as courtship rituals in waterfowl.
Lorenz conducted numerous studies of waterfowl
behavior, including the following response of young
ducklings, which led to his influential theory of
imprinting as an explanation for species recognition
(Lorenz, 1935). Imprinting provided Lorenz with an
especially clear example of the relationship between
learning and instinct in behavior. Since the propen-
sity to follow a moving object can be seen even in
newly hatched ducklings, he classified that tendency
as an innate or instinctive reaction, not dependent
on experience. However, although the first moving
object that a duckling typically sees is its mother,
Lorenz demonstrated that it would follow any of a
wide variety of objects and would come to treat as
its mother the first one it encountered. The initial
following response is innate, but the specific charac-
teristics of the object followed are learned.

This sharp and essential distinction between pat-
terns of behavior that are innate or instinctive and
patterns that are learned is a central theme in all of
Lorenz’s writing on behavior. It is crystallized in
his account of the experimental procedure that he
proposed for differentiating between learning and
innate behavior—the deprivation experiment. If an
animal is raised under conditions that deprive it of
any opportunity to learn a particular behavior—in
particular, no contact with conspecifics and no
opportunity for practice—and the behavior none-
theless appears in its usual form at the usual time,
then it must be innate. Innate behavior depends
on maturational processes that are intrinsic to the
developing animal and arises independently of its
experience. The behavior is inherited and is subject
to evolutionary modification via the natural selec-
tion of variant forms in the same way as anatomical
structures, permitting the construction of behav-
ioral phylogenies. Instinct also has primacy over
learned behavior, because in order for learning to
occur at all (say, by the selective reinforcement of a
particular response) something must be present in
advance of the opportunity to learn and that some-
thing must, by definition, be an innate reaction.

Daniel Lehrman’s Critique of Lorenz’s
Instinct Theory

Lorenz’s theory of instinct provided a far more
detailed account than had been available in the
earlier writings of psychologists such as James and
McDougall and so it provided the opportunity for
an equally detailed critique. The critique was pro-
vided by Daniel Lehrman (1953) in a paper that,
although now more than half a century old, still

merits careful study for the clarity with which
it articulates many of the essential features of a
systems approach to developmental theory (see
Johnston, 2001). Lehrman’s developmental critique
of Lorenz followed directly in the tradition of Kuo’s
criticisms of the concept of instinct and drew also
on the work of his mentor T. C. Schneirla (1949,
1956). At the root of Lehrman’s argument was a
rejection of the longstanding idea that behavior
can be neatly divided into two categories: learning
or acquired behavior, resulting from experience,
and innate or instinctive behavior, resulting from
inherited genetic influences. Following Kuo and
Schneirla, Lehrman argued that the development
of all behavior is a result of interactions between
the developing organism and its environment and
that these interactions involve both experiential
and hereditary influences.

Lehrman took special aim at the deprivation
experiment that Lorenz proposed as a clear and
conceptually unproblematic way to distinguish
learned from innate behavior. Lorenz (1937) had
argued that if a behavior develops normally in ani-
mals reared in isolation and deprived of all expe-
rience, then the behavior is shown to be innate. If
the behavior fails to develop at all, or develops only
in an imperfect form, then it (or some component)
can be diagnosed as learned. Lehrman pointed
out that there is in fact no way to entirely deprive
an animal of experience. No matter how impov-
erished the circumstances under which develop-
ment takes place, some environmental influences
are present whereas others are excluded. By treating
the experiment as if it completely eliminates expe-
rience, and arguing that the behavior that emerges
can thus be diagnosed as innate, Lorenz provided
spurious support for a dichotomy that does not
exist. Lerhman reviewed experimental evidence
showing that at least some patterns of supposedly
instinctive behavior can be modified by altering
the conditions under which animals are reared. He
pointed out that even isolated animals gain experi-
ence from self-stimulation, which may play a role
in development, an insight that was subsequently
elaborated especially by Gottlieb (1976b; see
pp- 18-19). He also emphasized the importance
of analyzing behavioral development in the con-
text of the entire developing organism, noting that
the development of pecking in chicks, for example,
involves changes in muscular strength and balance
and cannot simply be due to maturation of partic-
ular neural circuits controlling pecking (Lerhman,

1953, p. 344).
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Genes and Experience in Developmental
Systems Theory

Lehrman’s work can justifiably be seen as the
first articulation of what later came to be known
as developmental systems theory (Johnston, 2001).
The ideas that he introduced have been extended,
developed, and supplemented in various ways to
establish a distinctive theoretical approach charac-
terized by the six themes identified at the beginning
of this chapter. The most important contribution of
DST to our understanding of behavioral develop-
ment is that it allows us to transcend the ancient
dichotomies between nature and nurture, learning
and instinct, and genes and experience to provide a
unified account of development as the outcome of
interactions among a variety of factors. It does so
primarily by adopting accounts of both experience
and genes that are different from those historically
used in the explanations of development that have
given rise to these dichotomies.

Contributions of Experience to Behavior

Traditionally, the way in which experience
affects the development of behavior is through
the mechanisms of learning, as described in the
work of experimental psychologists (see Pearce
& Boulton, 2001; Rescorla & Holland, 1982).
Learning is undeniably important in the develop-
ment of behavior but, from the standpoint of DST,
a number of caveats are in order. First, because of
the historical opposition of learning and instinct,
the study of learning adopted from early in its his-
tory a set of methodologies that bear little resem-
blance to the natural circumstances under which
animals normally learn. As noted earlier, this was
done deliberately, because the idea was to separate
the animal’s instinctive repertoire of behavior from
whatever it might learn in the laboratory, ensur-
ing that whatever change in behavior was seen
would represent only the contribution of learning
(Johnston, 1981). Since DST rejects the dichotomy
on which this methodological strategy is based, its
advocates have not generally been satisfied with tra-
ditional learning theory as an account of experien-
tial contributions to development.

Lehrman (1953) pointed out that “experience”
encompasses a much broader range of phenomena
than those addressed by theories of learning and
noted that one consequence of treating learning
and instinct as the only possible sources of behavior
is to ignore a wide range of possible inputs to devel-
opment. It is ironic that many European etholo-

gists (e.g., Eibl-Eibesfeldt, 1961; Eibl-Eibesfeldt
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& Kramer, 1958; Hess, 1962; Lorenz, 1956) read
Lehrman’s rejection of the dichotomy between
learning and instinct as a claim that all behavior
depends on learning, missing entirely his point
that both terms in the dichotomy are inadequate to
the analysis of behavioral development (Johnston,
2001).!

Responding to the inadequacy of traditional
conceptions of learning, Gottlieb (1976a, 1976b,
1981) proposed three roles that experience may
play in the development of a behavior: induction,
in which the behavior does not appear at all in the
absence of the experience; facilitation, in which the
experience is required for the behavior to develop
at the normal time; and maintenance, in which the
experience is required to ensure the continued per-
sistence of a behavior that has already developed.
Aslin (1981) suggested a fourth role, attunement, in
which experience is required to bring the behavior
to the typical level of performance.?

Gottlieb’s classification of roles readily incorpo-
rates results from the study of learning (mostly as
examples of induction or attunement) but provides
a considerably expanded vocabulary for thinking
about experiential contributions to development.
Certainly it encourages us to go beyond the ques-
tion of whether experience influences development
and gives us analytical tools to ask the broader and
more helpful question of how experience influences
development.

One important feature of Gottlieb’s roles of
experience is that they accommodate relationships
between experience and development that are non-
obvious. Gottlieb’s own research on the develop-
ment of ducklings’ responses to their mother’s call
illustrates this nonobvious relationship. If eggs of
the mallard duck (Anas platyrhynchos) are incu-
bated and allowed to hatch in isolation in a sound-
proof incubator, the ducklings nonetheless show
the normal selective approach response to a record-
ing of the mallard maternal assembly call, which
the mother uses under natural conditions to lead
her brood off the nest after hatching and keep the
ducklings together. Such isolated ducklings will
approach the mallard call in preference to the calls
of other species or to recordings of the mallard call
that have been experimentally altered in various
ways (Gottlieb, 1971, 1997). Thus the approach
response would appear to be a classic exam-
ple of instinctive behavior, as defined by Lorenz.
However, an isolated duckling provides its own
auditory stimulation by producing calls while still
in the egg, just before hatching. If it is prevented



from making these calls, by being surgically devo-
calized just before the calls start to be produced, it
no longer shows the same response to the mater-
nal call after hatching. Unlike the case in which an
animal comes to approach an object as a result of
previous exposure to that object (as in the case of
imprinting), in this example, the crucial experience
(exposure to self-produced embryonic calls) and
the resultant behavior (a response to the maternal
call) are not obviously related to one another. This
is not an example of learning, in any sense of that
term, and it poses problems for theoretical accounts
of development that group all experiential contri-
butions into the category of learning.

In learning as traditionally defined, the crucial
experience and the behavior that is learned stand
in what I have called a “rational relationship” to
one another (Johnston, 1997). That is, one can
quite readily imagine that the experience could,
in principle, contribute to the development of the
behavior, as when the repeated pairing of shock
with a stimulus leads to avoidance of that stimu-
lus in an avoidance learning paradigm. It is rea-
sonable a priori that such a relationship might hold
and the experimental data provide confirmation of
that expectation and lead to more detailed analyses
of the exact conditions under which learning does
and does not occur. In nonobvious relationships,
such that identified by Gottlieb’s data, no such a
priori reasonableness exists.

Although experience typically is thought of as
being provided for the developing animal by the
environment, organisms also actively seek out and
structure their perceptual experience (E. J. Gibson,
1969; J. J. Gibson, 1966, 1979; Reed, 1996) and
much of that experience is created by the animal’s
own activity. Gottlieb’s research on mallard duck-
lings, summarized above, provides one clear exam-
ple of the importance of self-stimulation (Michel,
2007) and similar findings have been reported by
Miller (1997) for the development of responsiveness
to the alarm call in the same species. In other cases,
the necessary physical stimulation comes from the
animal’s environment, rather than from the ani-
mal itself, but it must be self-generated if it is to be
effective for normal development. Held and Hein
(1963) showed that kittens reared in darkness do
not develop the ability to control their movements
using visual information. A few minutes per day
of exposure to light permits normal development,
but only if the exposure involves self-produced
movement through a lighted environment. Control
kittens given exactly the same type and amount

of exposure, but with their experience passively
imposed rather than actively produced, show the
same deficits as dark-reared animals. Similar results
were obtained by Held and Bauer (1974; Bauer &
Held, 1975) for the development of visually guided
reaching in monkeys. As a further example, the
self-produced stimulation provided by play and
exercise in young mammals are important contrib-
utors to the development of both muscular strength
and motor coordination (Bekoff, 1988; Byers &
Walker, 1995).

Contributions of Genes to Behavior

The idea that genes can be said to specify, code
for, or otherwise determine behavior directly has
perhaps elicited more sustained attention from
developmental systems theorists than any other
issue. From Kuo’s early anti-instinct writings to the
present day, developmentalists have attempted to
counter the claim that the genes (or, in earlier for-
mulations, instinct or inheritance) directly specify
or cause behavior. Lehrman’s criticism of ethologi-
cal instinct theory was partly aimed at the dichot-
omy between learned and innate behavior, but it
also focused on Lorenz’s claim that innate behav-
ior is causally distinct from learned behavior, being
part of the organism’s evolutionary inheritance
and unfolding in development through strictly
determined maturation. In his lengthy reply to
Lehrman, Lorenz (1965) wrote of innate behavior
being determined by “phylogenetic information,”
encoded in the genes and constituting a genetic
blueprint analogous to the blueprint used in build-
ing a house. In this metaphor, the genes completely
define the organization of innate behavior, includ-
ing the ways in which experience may supplement
it, as in the case of imprinting discussed earlier. The
environment plays only a supportive role, allowing
the information in the genes to unfold, but mak-
ing no contribution to the behavioral organization
that they specify. On careful analysis, Lorenz’s
information metaphor cannot sustain the work
that he intended it to do (see Grifliths & Gray,
1994; Johnston, 1987) although it has remained a
popular way of talking about genetic influences on
development (see Griffichs, 2001; Lewontin, 2000;
Moss, 2003; Newson, 2004).

Since DST categorically rejects the claim that
an organism’s genes directly specify any of its
behavior, we can ask what alternative account it
provides of genetic contributions to development.
It is first worth reiterating that modern versions of
DST do not attempt to minimize the importance
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of the genes (see Grithths & Gray, 2005). It is true
that Kuo (at least in his later writings) wanted to
eliminate heredity entirely from his developmental
approach, but from Lehrman on, the architects of
DST have understood very clearly that any account
of development must recognize and incorporate
genetic influences. Lehrman had little to say about
how genes affect the development of behavior,
a feature of his article that may have encouraged
the view that his was an anti-hereditarian posi-
tion in which genetic influences are simply not
very important. This was a common misreading
of Lehrman’s position at the time, especially by
ethologists responding to his criticisms (Johnston,
2001), and it has continued to be a misreading
of later theoretical positions based on Lehrman’s
insights (Griffiths & Gray, 2005). The history of
genetic knowledge makes it unsurprising that theo-
rists writing in the middle of the twentieth century
could offer few details, even hypothetically, about
the role of the genes in the development of behav-
jor. At the time Lehrman was writing, little was
known about the molecular structure of the genes.
Indeed, it had not even been established that DNA
was the molecule responsible for inheritance, with
many geneticists arguing that the protein compo-
nent of chromosomes was a more likely candidate
because of its greater molecular complexity.

Just a few months before Lerhman’s critique
appeared, James Watson and Francis Crick had
published their seminal paper in which they
elucidated the molecular structure of DNA (Watson
& Crick, 1953) and noted (in the last sentence) its
implications for understanding the mechanisms
of heredity. With a persuasive account based on
the molecular structure of DNA now available
to explain how information might be stored and
transmitted between generations, it was a straight-
forward step simply to attribute complex organiza-
tion in the phenotype (e.g., patterns of instinctive
behavior) to complex genetic information stored
as base sequences in DNA molecules. Exactly how
this was supposed to work was unclear, but the idea
gave rise to the metaphor of a blueprint for behav-
ior, in which the DNA base sequences stand in the
same relation to behavior as the lines and archi-
tectural symbols on a blueprint do to the finished
structure of the building it represents.

In the late 1960s, evidence began to emerge that
gene transcription could be affected by experience,
something that was completely inconsistent with
the idea of the genetic blueprint. In that view, the
relationship between genes and experience is seen
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to be entirely one way: genes determine the possible
contributions of experience and specify when and
how experience has its effects (Lorenz, 1965; Mayr,
1974), but experience has no comparable effect on
the genes. Rose (1967) showed that exposure to light
increases protein synthesis in the visual cortex of
rats, implying that this experience somehow stimu-
lates the gene transcription responsible for protein
synthesis. Subsequently, other investigators pro-
vided more direct evidence of experimental effects
on the genes by demonstrating an increase in RNA
diversity as a function of complexity of rearing
experience (Grouse, Schrier, Bennett, Rosenzweig,
& Nelson, 1978; Grouse, Schrier, & Nelson, 1979;
Uphouse & Bonner, 1975). This apparent sensi-
tivity of genes to experience was quite compati-
ble with DST and could be incorporated into its
emerging theoretical structure. In 1970, Gottlieb
had proposed the term “probabilistic epigene-
sis” for a view of development that he contrasted
with “predetermined epigenesis” (Gottlieb, 1970).
In the latter view, the genes directly and inexo-
rably specify a particular neural structure, which
in turn determines the animal’s functional activ-
ity and its behavior (Genes — Structural matura-
tion — Function — Behavior). In his probabilistic
alternative, behavior can have reciprocal influences
on physiological function, which in turn can alter
structure (Genes — Structural maturation <>
Function <> Behavior). Later, Gottlieb (1976a,
1983), drawing on the results of Rose, Grouse and
others, extended the bidirectional arrows to include
the relationship between genes and structure,
allowing the “downward” influence of behavior
and experience to extend into the formerly autono-
mous realm of genetic activity.

Recent advances in genetics have made it pos-
sible to specify the ways in which genes contrib-
ute to the development of behavior in far greater
detail than ever before. In particular, we can now
replace the largely metaphorical language of ear-
lier writing with a different and more concrete
account. The most important shift of perspective is
to abandon the seductive language in which genes
are cast as sources of information, plans, or blue-
prints and replace it with the language of molec-
ular interactions that describe the realm in which
genes operate during development. Psychologists
tend to resist using such molecular language, in
part because it seems so remote from the main the-
oretical concerns of the discipline. The language of
information, by contrast, resonates favorably with
psychological theory, providing (false) assurance



that genetic and psychological explanations will
turn out to connect smoothly through the infor-
mation metaphor. A major challenge for DST has
been to provide an account of genetic contributions
to development that treats the genes as molecular
structures rather than information carriers without
losing sight of the organismal end points (outcomes
that are psychological and behavioral, rather than
molecular) at which our explanations aim.
Johnston and Edwards (2002) tackled this prob-
lem by conceiving of three major contributions to
development, each of which can be thought of as
a class of developmental resources, to use the lan-
guage of Grifhiths and Gray (1994), as shown in
Figure 2.1. “Sensory stimulation” comprises influ-
ences on development that are transduced through
the organism’s sensory/perceptual systems. They
include the familiar resources of visual, auditory,
gustatory, and olfactory stimuli whose develop-
mental effects have been thoroughly investigated
in a wide variety of species by developmental psy-
chologists and psychobiologists (e.g., Michel &
Moore, 1995). Although we might have used the
term “experience” rather than “sensory stimula-
tion,” we chose the latter to emphasize that expe-
rience, no matter abstractly defined (parental care,
practice in reading, exposure to conspecific song or
to the French language) can only affect the devel-
oping organism through its sensory systems. Most
of the sensory resources that have been studied
developmentally come from the external environ-
ment, but the developing organism itself is also an
important source of sensory stimulation, as shown
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Figure 2.1 Three basic classes of developmental resources.
(From Johnston and Edwards (2002). Copyright American
Psychological Association. Reproduced by permission.)

by Gottlieb’s studies of the development of auditory
responsiveness in ducklings and the work of Held
and his colleagues on sensory-motor development
described earlier.

“Physical influences” are influences on devel-
opment that are not transduced by the sensory
systems. Of course, all sensory influences are also
physical or chemical. Visual stimuli only affect
development because of the physical effects of
reflected or transmitted light on photosensitive
cells. However, recognizing physical influences as a
separate class of developmental resources points out
the importance of acknowledging that the physical
environment is important for development even
when its effects are not mediated by sensory recep-
tors. For example, the development of locomotor
behavior depends to a great extent on the growth
of bones and muscle and these structures are them-
selves heavily influenced by physical forces (such as
gravity and self-produced muscular force) acting on
the developing organism. Thelen’s elegant studies
of locomotor development in human infants dem-
onstrate clearly that “learning to walk” is a devel-
opmental process both constrained and facilitated
by considerations of force and mass (Thelen, 1995;
Thelen, Kelso, & Fogel, 1987). “Genetic activ-
ity,” of course, begins with the organism’s DNA,
although, as we shall see, it is more than a simple
matter of genes producing proteins. This figure
shows all of these resources acting from outside the
developing system, although a central tenet of DST
is that genes are part of the system, not separate
from it. The separation, however, is only temporary
and will disappear as the figure is elaborated.

The preliminary outline represented by
Figure 2.1 can be elaborated by identifying the next
step in the cascade of developmental interactions
that follows from the action of each of the three
classes of developmental resources (Figure 2.2).
Thus, the immediate effect of sensory stimulation
is on the activity of some ensemble of nerve cells—
depending on the situation, the effect may be to
sustain an existing pattern or to produce a new pat-
tern. Similarly, the immediate effect of gene activ-
ity (transcription) is the production of a messenger
RNA molecule (nRNA) that will result in protein
synthesis. The relationship between transcription
and protein synthesis is considerably more complex
than suggested by the conventional dictum of “one
gene, one protein.” If we define the gene as a tran-
scribable segment of DNA (a definition that is by
no means universally accepted), then a single gene
may in fact specify the amino acid sequence of many
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Figure 2.2 The first stage in unpacking the developmental
interactions. (From Johnston and Edwards (2002).
Copyright American Psychological Association.
Reproduced by permission.)

proteins, a finding that accounts for the fact that
the number of genes in the human genome (about
25,000) is several times smaller than the number
of proteins they produce (in excess of 85,000). This
is accomplished in a variety of ways: alternative
transcription, in which different mRNAs are pro-
duced from a single stretch of DNA depending on
the precise starting point; alternative splicing of the
initial product of transcription (an mRNA precur-
sor) to produce different mRNA molecules, each
of which will be translated to produce a different
protein (Ast, 2005); and posttranslational modifi-
cation, or protein splicing, in which protein mole-
cules are modified to produce alternative molecular
structures (Wallace, 1993). For present purposes,
we can treat protein synthesis as the immediate
consequence of gene activity (that is, of DNA tran-
scription), recognizing that the single arrow in the
diagram conceals considerable complexity. It may
be that to achieve a satisfactory explanation of the
ways in which gene activity contributes to some
aspects of behavioral development, it will be neces-
sary to unpack some of this complexity.

In Figure 2.3, the various interactions involved
in the development of behavior have been fully
unpacked. That is not to say that the various ele-
ments of the system (boxes) and the possible interac-
tions between them (arrows) could not be explicated
in further detail. However, the diagram represents
a systems model of developmental interactions that
achieves several things. First, it incorporates all of
the resources that decades of research have shown to
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contribute in one way or another to the development
of behavior. Not all of them are identified explic-
itly in the model, but all are in principle capable of
being described in terms of its elements. For exam-
ple, Shanahan and Hofer (2005, p. 71) pointed out
that the diagram seems to say nothing about a set
of developmental resources that are particularly
important to human development, namely contex-
tual (i.e., social and cultural) influences. Although
such influences are not explicitly represented here,
the model certainly provides a place for them, as
the social and cultural environment can only affect
development by providing sensory or physicochemi-
cal resources for development. Sometimes, we know
at least roughly what sensory input corresponds to
a particular sociocultural influence. Language, for
example, affects development through particular
auditory stimuli, modulated most likely by visual
and tactile stimuli provided by caretakers. The study
of language development has as one of its goals the
detailed specification of the sensory stimuli involved
in the process (e.g., Werker & Tees, 1999). If this
approach seems to account less well for other cases
where the sociocultural environment affects devel-
opment (peer-group influences on academic perfor-
mance, for example), this may be because we are
much further from being able to identify the spe-
cific developmental resources involved. However,
such resources must exist, and it must, in princi-
ple, be possible to specify the ways in which they
act through the nervous system and other organ
systems of the developing child.

Second, the model forcefully rejects any meta-
phorical components, in particular those relating
to the contributions of genetic resources. In con-
structing the model, and identifying its various ele-
ments and interactions, we repeatedly asked “What
actually takes place at the genetic, cellular, or
organismic level when one element affects another
in the course of development?” We sought a balance
between adding so much detail and specificity that
the model would offer no general conceptual guid-
ance, and leaving so much out that it would pro-
vide nothing more than an unhelpfully superficial
gloss on the process of development. The model has
no room for blueprints, plans, or instructions—it
presents the genes as molecular structures, located
within cell nuclei, from where they affect behavior
development through molecular and cellular path-
ways. This view places the genes squarely within the
system whose development they affect, rather than
outside it, operating in some strange metaphorical
realm where causal relationships are obscured.



Figure 2.3 The fully unpacked develop-
mental model. (From Johnston and Edwards BEHAVIOR
(2002). Copyright American Psychological
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Experience has its effects on behavior by
changing the underlying neural circuitry—creat-
ing new synaptic connections, strengthening some
existing ones, and weakening or eliminating oth-
ers. The model makes clear that these effects are
implemented through changes in the activity of
genes, as shown by the fact that there is no direct
route (arrow) connecting sensory stimulation and
neural connectivity. Experience directly affects
the electrochemical activity of nerve cells and thus
indirectly produces changes in the activity of genes
within their nuclei. These changes in genetic activ-
ity, in turn, are responsible for the changes in neu-
ral growth and hence connectivity that produce
experience-dependent changes in behavior. This
feature of the model represents a critical feature
of DST, namely the intimate connection between
experiential and genetic influences on behavioral
development.

Of particular importance in the response of the
organism’s genome to experiential effects is a class
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of genes known as immediate-early genes (IEGs).
A number of such genes have been identified (such
as c-fos, c-jun, ZENK, and CREB), all of which have
the common characteristic that their transcription
responds quickly to changes in experience (Morgan
& Curran, 1989, 1991). Changes in IEG transcrip-
tion have been found in virtually every system
studied in which experience produces a change in
behavior, whether in adult or immature animals.
IEG involvement has been extensively studied in
relation to birdsong,® which is well understood
at both the behavioral and neurobiological levels
(Clayton, 2000), making it an excellent system for
elucidating genetic mechanisms in development
(Clayton, 2004). For example, transcription of
the IEGs ZENK, cfos, and c-jun occurs in audi-
tory areas of the brain involved in song recognition
when songbirds hear conspecific song (e.g., Mello
& Clayton, 1994) and occurs in motor areas during
singing (Jarvis & Nottebohm, 1997; Jarvis et al.,
2000; Kimpo & Doupe, 1997). Only a very brief
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exposure to song (as little as 2 s) is necessary to
induce the expression of ZENK (Kruse, Stripling,
& Clayton, 2000). The IEG response to song is
greater for conspecific than for heterospecific song
(Mello, Vicario, & Clayton, 1992), and for the song
of birds reared with a song tutor than for that of
birds reared without tutoring, which sing an abnor-
mal, impoverished song as a result (Tomaszycki,
Sluzas, Sundberg, Newman, & DeVoogd, 20006).

A variety of evidence shows that stimulus-
driven gene expression is regulated by experi-
ence. Transcription in areas of the brain known
to be involved in song is enhanced when birds are
exposed to songs that they learned as juveniles
(Marler & Doupe, 2000) and the response to the
familiar song of tutors is correlated with the num-
ber of elements that have been copied from the
tutor song (Bolhuis, Hetebrij, den Boer-Visser,
De Groot, & Zijistra, 2001; Bolhuis, Zijlstra, den
Boer-Visser, & Van Der Zee, 2000). Birds that have
been reared in the presence of song tutors show a
greater overall response to conspecific song than
birds reared without tutors and tutored birds show
a stronger response to the songs of tutored than
of untutored males, whereas birds reared without
tutors do not show any difference (Tomaszycki et
al., 2000). Interestingly, similar results are found
in both male and female subjects, suggesting that
the genetic response is important for the develop-
ment of song perception as well as song production,
since females do not sing (Tomaszycki et al., 2006;
Bailey & Wade, 2005).

The proteins produced as a result of IEG expres-
sion are transcription factors that regulate the
expression of other genes by binding to promoter
regions of DNA, initiating a complex cascade
of molecular events that produce the structural
changes in the nervous system that underlie devel-
opmental change in behavior (Pfenning, Schwartz,
& Barth, 2007; Rose, 1991; Shaw, Lanius, & van
den Doel, 1994). For example, the proteins pro-
duced by the IEGs c¢-fos and c-jun (Fos and Jun,
respectively) combine to form a protein complex
called a dimer that regulates subsequent gene activ-
ity by binding to specific regions of DNA (Morgan
& Curran, 1989, 1991). The ZENK protein binds
to the promoter region of many genes, including
those for synapsin I and synapsin II (Petersohn,
Schoch, Brinkmann, & Thiel, 1995; Thiel, Schoch,
& Petersohn, 1994), suggesting ways in which
ZENK induction may affect neuronal growth
and synaptic modification (see Ribeiro & Mello,
2000). Other studies have also begun to explore
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the downstream consequences of stimulus-induced
IEG induction (e.g., Chew, Mello, Nottebohm,
Jarvis, & Vicario, 1995; Hong, Li, Becker, Dawson,
& Dawson, 2004).

Exposure to song induces the expression of at
least one gene that directly influences neuronal
physiology, rather than regulating the expres-
sion of other genes. Velho, Pinaud, Rodrigues,
and Mello (2005) examined the expression of two
IEGs (ZENK and c-fos) and the activity-regulated
cytoskeletal-associated gene (Arc), expression of
which is required for synaptic changes in the hippo-
campus underlying memory and learning in certain
tasks (Guzowski, Setlow, Wagner, & McGaugh,
2001). They found that expression of ZENK and
cfos in the zebra finch auditory system following
exposure to song is soon followed by expression of
Arc and that all three genes are expressed in the
same cells. Because Arc expression occurs before
Fos and ZENK proteins have accumulated sig-
nificantly, Velho et al. infer that song affects Arc
expression directly, rather than indirectly through
the DNA-binding activity of Fos and ZENK.

Velho etal.’s (2005) results show that Ave mRNA
migrates from the nucleus to the dendrites and that
Arc protein appears at postsynaptic sites soon after
sensory stimulation. Several studies have shown
that translation of protein from mRNA, previously
thought to occur only in the nucleus, also occurs in
the cytoplasm, specifically at the synapse (Steward
& Schuman, 2001; Sutton & Schuman, 2006;
Wang & Tiedge, 2004) and that posttranslational
modification of proteins also occurs at the synapse
(Routtenberg & Rekart, 2005).

All of these results are beginning to paint a pic-
ture of a relationship between gene expression and
experience and of genetic contributions to develop-
ment in general, that is far more subtle and com-
plex than anything implied by the seductive genetic
metaphors against which DST has been strug-
gling for over 50 years. On the other hand, none
of these recent molecular and genetic discoveries
are at all incompatible with the view of develop-
ment presented by DST (Figure 2.3; see Johnston
& Edwards, 2002). While most of the results could
not have been predicted by the early theorists who
laid the foundations for DST, they would almost
certainly have been embraced as entirely consistent
with the view those founders were setting forth.

Conclusions
The systems view of development that is
explicated by DST transcends the obsolete and



misleading dichotomies of nature and nurture,
genes and environment, instinct and learning that
have pervaded (and obstructed) thinking about
development for centuries. In recent years, the
technical accounts that are the foundation of this
chapter have been supplemented by a number of
thoughtful and engaging books on development
that may help to spread the systems viewpoint to a
larger audience of general scientists and lay readers
(e.g., Coen, 1999; Lewontin, 2000; Moore, 2002;
Morange, 2001; Noble, 2006; Ridley, 2003).

The great strengths of DST are that it offers a
more complete account of development than any-
thing provided by the alternative, dichotomous
views and that it receives increasing support as we
learn more about the ways in which the molecular
genetic machinery actually functions. Those who
would view the genes as determining or specifying
patterns or aspects of behavior increasingly find
themselves having to adopt some version of DST
in order to be consistent with what the data show.
Even though the primary architects of DST, such
as Lehrman and Gottlieb, had access to only very
limited information about the mechanisms of gene
action at the time they developed their ideas in the
middle of the last century, their intuitions about
development, and their sense of how genes and
experience most likely worked together to bring
about behavior, have turned out to be remarkably
prescient.

Difhicult as it may be, we should now per-
manently set aside the idea that it is useful to search
for genes that code for or specify behavior. Of
course, it remains important to identify candidate
genes that may have especially strong effects on the
way in which particular behavior develops (e.g.,
Mofhtt, Caspi, & Rutter, 2005, 2006). Identifying
such genes is the first step toward explicating how
they act in the course of development, but it does
not imply that they specify or determine the behav-
ior. New technologies will undoubtedly provide
important insights into the developmental roles of
genes that influence behavior, and psychologists
must become conversant with those technologies
and the results they produce, even if they cannot
implement them themselves. The study of behav-
joral development increasingly depends on inter-
disciplinary collaborations between behavioral and
molecular scientists; DST provides a conceptual
framework within which these collaborating disci-
plines can speak to each other to achieve a deeper
understanding of the complex and difficult prob-
lems they face.
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Notes

1 The limitations of analyses of learning that rely on
artificial laboratory paradigms were also identified in the so-called
“biological boundaries” approach to learning that advocated
more naturalistic experimental designs (e.g., Seligman, 1970;
Shettleworth, 1972).

2 Aslin (1981, Figure 2.2) also identified maturation as a
sixth role of experience, but since he defined maturation as the
case in which experience has no influence, there is no justification
for also describing it as a role of experience. An experiment
showing that a particular experience has no influence on the
development of some behavior is simply a null result, with all of
the interpretative difficulties posed by such results.

3 'The results summarized in this section are drawn
primarily from research on the zebra finch (Zaeniopygia guttata).

There are interesting and important species differences in the
way in which song develops (e.g., Nelson, Marler, & Palleroni,
1995), and genetic correlates of song development have also
been studied in song sparrows, hummingbirds, starlings, and
a few other species (Clayton, 2004). However, insuficient
data are available to draw many useful inferences about species
differences at present.

4 In a semiautobiographical essay written just a few years
before his death, Gottlieb (2001, pp. 45-46) described how
he tried, in about 1965, to get a neurobiologist colleague to
compare RNA and protein levels in the brains of normally reared
ducklings with those in ducklings that had been devocalized
and raised in auditory isolation. That he made this attempt even
before the earliest publications on experiential effects on RNA
and protein production by Grouse and his colleagues (Grouse et
al., 1978; Grouse, Schrier, & Nelson, 1979) suggests the extent
to which his probabilistic epigenesis, one of the precursors of
DST, allowed him to encompass the kinds of reciprocal gene—
experience interactions that have only recently been clearly and
conclusively demonstrated.
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Robert Lickliter and Hunter Honeycutt

Abstract

Rethinking Epigenesis and Evolution in
Light of Developmental Science

The dynamic and contingent nature of development revealed by work in
developmental biology, neuroscience, and developmental psychology has
challenged the notion of genes as the primary cause of development and
renewed interest in the nature of the relations between developmental and
evolutionary processes. To situate this shift in thinking currently underway
across the life sciences, this chapter provides an overview of the ideas used
to explain the connection between development and evolution over the last
several centuries. It critiques several of these enduring ideas in light of recent
findings from developmental and evolutionary science, particularly the notions
that instructions for building organisms reside in their genes, that genes are
the exclusive vehicles by which these instructions are transmitted from one
generation to the next, and that there is no meaningful feedback from the

environment to the genes.

Keywords: genes, development, developmental processes, evolutionary

processes, environment

How individual organisms develop and how lin-
eages of organisms evolve remain among the most
interesting and challenging topics of investigation
in contemporary biology. To anyone unfamiliar
with the history of theorizing on these topics, it
might seem natural to presume that knowledge
of developmental processes would be necessary
to understand evolutionary processes. Indeed,
this supposition was widely held by biologists for
much of the nineteenth century (including Charles
Darwin), only to be abandoned by the dominant
school of evolutionary theory (the “modern” or
“neo-Darwinian” synthesis) in the twentieth cen-
tury. Attempts to integrate Darwin’s theory of evo-
lution by natural selection with Mendel’s theory of
genetics during the first half of the twentieth cen-
tury gave rise to the science of population genetics,
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whose proponents assumed that knowledge of
developmental processes was superfluous to under-
standing the ways and means of evolution.

The split between development and evolution
evident in the writings of the architects of the so-
called Modern Synthesis of evolutionary biology
(e.g., Dobzhansky, 1937; Mayr, 1942; Simpson,
1944) was achieved by stripping developmental
processes of any meaningful role in bringing about
evolutionary change. Development was described
as being “programmed” in the genes (Mayr, 1988)
and any evolutionarily significant changes in this
program for development were thought to be com-
plete at fertilization, prior to the onset of individual
development (Simpson, 1967). Viewing develop-
ment as the result of preformed programs encoded
in the organism’s genes permitted evolutionary



biologists to effectively sidestep developmental
questions and instead focus their conceptual and
empirical efforts on a population-level perspective
of evolutionary change. This population-level focus
advanced our understanding of speciation, selec-
tion, and the spread of traits in populations (e.g.,
Mayr, 1982). Moreover, the priority assigned to
genes in development and evolution unified much
of biology around the goal of understanding gene
structure, function, and transmission.

Despite the significant advances in genetics,
molecular biology, and cellular biology achieved in
the last half of the twentieth century, it has become
clear to a growing number of life scientists that
understanding development or evolution simply in
terms of genes is implausible. An increased appre-
ciation of the dynamic, contingent, and complex
nature of development revealed by work in devel-
opmental biology and developmental psychology
has led a number of investigators to challenge the
established notion of genes as the primary cause of
development and to reexamine the nature of the
relations between developmental and evolutionary
processes. To situate this shift in thinking currently
underway across the life sciences, in this chapter,
we provide an overview of the ideas and principles
that have been applied to explain the connec-
tion between development and evolution over the
course of the last several centuries. We then cri-
tique several of these enduring principles in light
of recent findings from developmental and evolu-
tionary science. We conclude with a discussion of
the dividends of reintegrating developmental and
evolutionary inquiry.

Accounting for the Phenomenon
of Development

The process of development involves progres-
sion from simpler to a more complex organiza-
tion, repeatedly bringing into being structures
and responses of the organism that were not there
before. As the developmental psychologists Linda
Smith and Esther Thelen put it, “development is
about creating something more from something
less” (2003, p. 343). This pattern of increasing
complexity across individual development has been
appreciated since at least the time of the ancients
Greeks, particularly in the work of Aristotle (388—
322 B.C.), and came to be referred to as epigenesis.
To the Greeks, the term epi (upon, on top of) genesis
(origin) referred to that idea that embryos gradually
develop by the successive formation of new parts.
Development was viewed as the emergence of new

characters and traits in an organized embryo from
a relatively unstructured egg.

This view of development was in sharp con-
trast to an opposing framework of development
also evident among the ancients, preformationism.
One proponent of preformationistic thinking was
Hippocrates (460-370 B.C.), who like many of
his contemporaries proposed that all structures
of the adult organism were present in the fertil-
ized egg. In this view, development was seen as
merely the growth of a preformed miniature and
did not require significant qualitative change or an
increase in overall complexity during the course of
the individual’s lifetime. For example, Anaxagoras
(499-428 B.C.) proposed that all parts of the child
were preformed in the paternal semen. Various ver-
sions of this “morphological” preformationism per-
sisted across the centuries (see Richards, 1992; Roe,
1981) but are now removed from scientific thinking
about development and evolution.

Morphological preformationism was largely
abandoned due to evidence provided by the exper-
imental efforts of a small group of nineteenth cen-
tury embryologists. Building on the earlier work
of the epigenesist Casper Wolff (1722-1794), who
challenged the validity of morphological prefor-
mationism by careful descriptions of chick embryo
development, experiments and observations of
nineteenth century embryologists combined to
make it clear that the progression from relatively
simple egg to fully formed adult occurs in a tem-
poral and spatial coordination of processes and
events, with one stage of complexity leading to the
next (see Gottlieb, 1992, Moore, 1993 for over-
views). For example, a butterfly begins life as an
egg, emerges as a caterpillar, and then undergoes a
complete change in body form during pupal devel-
opment, emerging as an adult butterfly. A monkey
begins life as an egg, then reorganizes into a zygote,
embryo, fetus, infant, juvenile, and eventually
adult monkey. Karl Ernst von Baer’s discovery of
the mammalian egg in 1827 allowed him to exper-
imentally confirm an idea proposed by Aristotle,
some 2,100 years eartlier, that the animal embryo
develops from a relatively undifferentiated state to a
highly differentiated one. His detailed descriptions
of embryological sequences provided an initial map
of the process of differentiation and set the stage
for the growth of experimental embryology in the
second half of the nineteenth century.

These advances in embryology (inspired in part
by the availability of better microscopes) effec-
tively dismissed the plausibility of morphological
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preformationism. They did not, however, eliminate
preformationistic thinking from the life sciences.
Since its inception, the notion of epigenesis had
struggled with a daunting and enduring problem:
If the egg is relatively unstructured, what could
account for the continuity and species-specificity of
development within any given species? For example,
we all know and expect that the fertilized eggs of a
chicken will produce more chickens (and not tur-
keys) and those of a mouse will produce other mice
(and not hamsters). Further, assuming the absence
of preformed structures, where does the increasing
complexity and differentiation of form and function
observed as the egg divides and grows come from?
Efforts at answering these difficult questions by the
epigenesists of the eighteenth and nineteenth cen-
turies typically led to appeals to an élan vital, some
ethereal vital force that was thought to animate and
direct the transformation of the embryo into an
adult (also called vis essentialis or essential nature, see
Gould, 1977; Mayr, 1982 for overviews). However,
epigenesists could not explain what this mysterious
force was or why it was so specific for each differ-
ent species. As a result, the notion of epigenesis was
again challenged by a new form of preformation-
ism, one that had its roots in the eighteenth century
and gained considerable strength by the turn of the
twentieth century.

Material Predispositions for
Developmental Outcomes

Morphological preformationism was only one of
several variants of preformationistic thought enter-
tained during the Enlightenment. The preforma-
tionist Charles Bonnet (1720—1793), for instance,
did not believe a miniature adult existed in the
germ cells. Instead, he proposed the idea (which we
will henceforth call “potential” preformationism)
that all the adult parts of an organism are repre-
sented in the germ as elementary particles, which
corresponded to the parts of the adult and directed
their development and growth (also referred to as
“predelineation,” see Russell, 1930). From this view,
what were preformed were not the actual parts of
the organism in miniature, but rather organic par-
ticles that corresponded to and determined the
growth of the parts. Even though Bonnet’s notion
of potential preformationism fell out of favor dur-
ing his lifetime (due in part to the arguments of
the epigenesist Caspar Wolff), his ideas anticipated
a view of development and heredity that was to
become widely embraced in the nineteenth and
twentieth centuries.

32 RETHINKING EPIGENESIS AND EVOLUTION

As a case in point, Charles Darwin struggled
for much of his career with how to account for the
fact that “like begets like” and eventually settled on
the notion of pangenesis to explain the inheritance
of traits and the guidance of development across
generations. Darwin’s theory of pangenesis held
that as the cells of the body grow and divide during
the various stages of development, they release very
small invisible particles, called gemmules, which
disperse throughout the developing organism’s
body. As the individual matures, these very small
particles, contributed by different cells from all
parts of the body, were thought to flow throughout
the body in the bloodstream and become concen-
trated in the sex cells (egg and sperm). At repro-
duction, the gemmules that had collected in the
germ cells were passed on to the offspring, thereby
allowing for the fertilized embryo to contain the
basic cellular ingredients for the specific features
of all its organs and body parts. Darwin assumed
that there was a gemmule corresponding to every
trait and that was specific to only one trait. These
and other details and mechanisms of Darwin’s
theory of pangenesis were widely debated follow-
ing the publication of his Variation of Animals and
Plants Under Domestication in 1868, but received
little support from experimental embryology. For
example, Francis Galton (Darwin’s cousin) injected
the blood of white-furred rabbits (which presum-
ably contained gemmules for white fur) into gray-
furred rabbits (and vice versa) and found that these
injections had no influence on the fur color of
their offspring. The lack of experimental support
for gemmules, as well as the challenges presented
by advances in cell theory during the latter half of
the nineteenth century, led to the eventual demise
of Darwin’s pangenesis theory. However, the basic
idea underlying Darwin’s notion of pangenesis that
heredity involved germinal substance transmission
from generation to generation continued to grow in
popularity across the next several decades.

Indeed, by the end of the nineteenth century,
many prominent biologists argued that hered-
ity must involve the transmission of germinal
substances. These substances were referred to as
“determinants” by August Weismann, “pangenes”
by Hugo DeVries, “plastidules” by Ernst Haeckel,
“physiological units” by Herbert Spencer, and
“stirps” by Francis Galton. The influential writ-
ings of these and other popular biologists of the
day fueled an almost obsessive search to locate the
elusive substance of heredity (see Churchill, 1987).
This search for the material basis of heredity gained



additional momentum upon the rediscovery of the
experimental work of Gregor Mendel at the turn of
the twentieth century.

Mendel’s research on the laws of inheritance in
garden peas (resurrected some four decades after
its initial publication in 1865) suggested to him
that heredity came packaged in discrete units that
were combinable in predictable ways. Mendel pro-
posed that each of these discrete units or factors
was associated with a particular phenotypic trait or
character. Further, he proposed that each character
was represented in the fertilized egg by two factors,
one derived from the father and the other from the
mother. Mendel’s research thus provided a basis for
a conceptual dichotomy between the characters and
qualities of individual organisms and the factors or
“units” of heredity that passed from parent to off-
spring in the process of reproduction. This dichotomy
was eventually formalized into the terms “genotype”
(the total repertoire of hereditary units acquired at
conception) and “phenotype” (the appearance and
function of the individual organism).

During the early years of the twentieth cen-
tury, a growing cadre of prominent biologists
(including Hugo de Vries, William Bateson, and
Thomas Hunt Morgan) were busy using Mendel’s
proposed principles to solidify the view that hered-
ity (and the resulting stability and variability of
traits and qualities observed across generations)
involved the passing on of discrete internal factors
situated somewhere in the structure of fertilized
cells. These internal factors were termed “genes” by
the Danish botanist Wilhelm Johannsen in 1909
and soon came to be seen by most biologists as the
(still unknown) physical units that determined the
development of the physical appearance and behav-
ioral characteristics of all organisms.

This gene-based version of potential preforma-
tionism came to dominate thinking about devel-
opment in the life sciences during the twentieth
century, contributing to the formulation of the
Modern Synthesis of evolutionary biology (the
attempt to integrate Darwin’s theory of evolu-
tion with Mendel’s theory of genetics) during the
first half of the century and facilitating significant
advances in genetics and molecular and cellular
biology in the second half of the century. Many of
these advances, however, challenged the viability
of strict versions of potential preformationism. For
example, close correspondences between particu-
lar genes and particular phenotypes were found to
be exceptional rather than typical. Moreover, new
types of genes were identified that made up a large

portion of the genome and did not seem to code
for any products or traits, but instead regulated the
activity of other genes.

Such findings from molecular and cellular biol-
ogy gradually ushered in a more epigenetic (but
still decidedly preformationistic) metaphor in biol-
ogy’s vernacular, the “genetic program.” As the
philosopher Jason Robert pointed out: “in modern
incarnations of preformationism, miniature encap-
sulated adults or their parts have been replaced
by coded information or instructions contained
within a genetic program, executed epigenetically”
(2004, p. 40). This view of the epigenetic execution
of preformed programs was termed predetermined
epigenesis by Gottlieb (1970). The basic assump-
tions of this framework are captured in a quote
from the prominent evolutionary biologist Ernst
Mayr: “The process of development, the unfolding
phenotype, is epigenetic. However, development is
also preformationist because the zygote contains an
inherited genetic program that largely determines
the phenotype” (1997, p.158).

On this view, genes acquired at conception both
orchestrate an organism’s growth and development
and provide for the intergenerational stability and
variability of traits and qualities observed within
species (see Keller, 2000; Sapp, 2003 for overviews).
Nongenetic factors such as hormones, diet, or social
interactions simply support or activate the develop-
mental programs prespecified in the individual’s
genome. This dualistic causal framework was the
established view for many decades in evolutionary
biology (Dobzhansky, 1937; Fisher, 1930; Mayr,
1942; Simpson, 1944; Williams, 1966), molecular
and cellular biology (Bonner, 1965; Gehring, 1998;
Jacob, 1977), and ethology and animal behavior
(Hamilton, 1964; Lorenz, 1965; Wilson, 1975), to
highlight but a few prominent examples.

Rendering Development Superfluous to
Evolutionary Theory

The successful split between developmental
and evolutionary inquiry achieved by the Modern
Synthesis involved linking the notion of predeter-
mined epigenesis with two other related presump-
tions: (1) genes are the exclusive source of biological
heredity and (2) genes are buffered from any effects
of the individual’s experience during its develop-
ment. The notion of a barrier between the genes and
an individual’s activities or experiences during devel-
opment (genetic encapsulation) is usually credited to
the influential nineteenth century German biologist
August Weismann. Like Darwin, Weismann wrote
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widely on heredity, development, and evolution (see
Johnston, 1995). Also like Darwin (and other influ-
ential biologists of the time), Weismann thought
that heredity involved particles transmitted from
parent to offspring, which he termed “determi-
nants.” Unlike Darwin, however, Weismann came
to believe that the germ plasm containing these par-
ticles (which were passed on to the next generation)
was largely sequestered from any influences arising
during an individual’s development.

Ideologically, Weismann was reacting to the
notion of the inheritance of acquired character-
istics, an idea that dated back to Aristotle’s time
and was a popular view of development in the early
nineteenth century. The idea of the inheritance of
acquired characteristics held that structural and
functional changes that stem from direct environ-
mental factors or the use or disuse of organs during
one generation could be inherited to some (usu-
ally small) extent by offspring. As is well known
to many, the inheritance of acquired characteris-
tics was incorporated in Jean Baptiste de Lamark’s
(1744-1829) theory of evolutionary transforma-
tions, which stands as the first major attempt to
explain evolution at the level of species. Lamark’s
writings on the mechanisms of heredity during the
early years of the eighteenth century influenced sev-
eral generations of scientists concerned with evolu-
tion, including Darwin. According to Lamark, the
activities of individuals in response to the specific
demands of their environment often resulted in
adaptive changes in anatomy, physiology, or behav-
ior that could be passed on to their offspring.

Darwin and many of his colleagues accepted this
view of development and evolution. In his theory of
pangenesis, for example, Darwin argued that the
type and number of gemmules released by parts of
the body reflected the use and disuse of those parts.
In other words, body parts that were underutilized
would not throw off as many gemmules as other
parts of the body, and as a result, offspring would
have a relatively underdeveloped corresponding
part of the body that had been underutilized in
the parent. For Darwin, a full understanding of
heredity thus required knowledge of development.
If body parts were modified by use or disuse, they
produced modified gemmules, which were then
passed on to the next generation.

Darwin also grappled with how the timing of
environmental effects during individual ontogeny
was reflected in the development of descendents
(Winther, 2000). He observed “at whatever period
of life a peculiarity first appears, it tends to appear
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in the offspring at a corresponding age, though
sometimes earlier” (Darwin, 1859, p. 13). For
Darwin, predicting the development of offspring
thus required some understanding of the devel-
opment of the previous generation. In this sense,
Darwin can be characterized as a developmentalist,
who viewed characters or traits as resulting from
changes in the process of individual growth and
reproduction (Bowler, 1989). He insisted that all
inheritance must be epigenetic, a product of both
the transmission and the development of traits (see
West-Eberhard, 2003 for further discussion).

Weismann opposed this view of inheritance
and set out to disprove it. Unlike Darwin’s gem-
mules (which flowed freely throughout the body),
Weismann’s “determinants” were strictly contained
inside each cell. Further, the type and number of
determinants present at conception were thought
to remain unchanged throughout the organism’s
lifetime. Moreover, Weismann argued that there
was a complete separation of the germ plasm from
its expression in the phenotype. As a result, only
changes in the determinants in the “germ line”
(contained in the sperm and egg) could contribute
to heredity and ultimately to evolution (Weismann,
1889). From this view, the fertilized egg contained
all the necessary information for the development
of the organism and this preformed information
was insulated from any environmental influences
occurring during the individual’s lifetime. Like
most other preformationists, he was convinced
that “epigenetic development is an impossibility”
(Weismann, 1893, p. xiv). Weismann argued that
this was necessarily the case because the separation
of the germ cells from all other cells of the body
(what he called the “somatic line”) occurred so
early in the course of the individual’s development
that what happened to somatic cells over the indi-
vidual’s ontogeny had no opportunity to affect the
makeup or activity of the germ cells. This separa-
tion between the germ plasm and the somatic cells
thus prevented the effects of individual experience
from being inherited. Changes in determinants
(which came to be termed “genes” following the
turn of the century) and any resulting evolution-
ary change would have to come from somewhere
other than an organism’s life experience.

The rediscovery of Mendel’s work completed
this conceptual split between development and
heredity that Weismann had put into play (see
Amundson, 2005; Winther, 2001 for alternative
views of Weismann’s perspective on development
and heredity). The geneticist Richard Lewontin has



highlighted the nature of this split: “the essential
feature of Mendelism is the rupture between the
processes of inheritance and the processes of devel-
opment. What is inherited...is the set of internal
factors, the genes, and the internal genetic state
of any organism is a consequence of the dynamic
laws of those entities as they pass from parent to
offspring.” (1992, p. 137). Widespread acceptance
of this view of Mendelism and Weismannism by
mainstream biology in the early decades of the
twentieth century resulted in developmental issues
becoming more and more divorced from evolution-
ary issues. If genes contained all the necessary infor-
mation for phenotypic traits and if events during
individual development could not directly influ-
ence the traits or characteristics of offspring, then
any role or influence of development in evolution
had to be minimal (but see Baldwin, 1896; Lloyd
Morgan, 1896; Osborn, 1896 for early arguments
that learned behaviors could affect the direction
and rate of evolutionary change).

Over the next several decades, evolutionary biol-
ogy came to distance itself from its earlier concerns
with embryology and embrace the new science of
population genetics (see Gilbert, 1994; Gottlieb,
1992 for overviews). Population genetics focused
on how genetic mutation, recombination, and
selection could lead to changes in gene frequencies
found within a population of breeding organisms
over generations. It assumed that modification and
transmission of genes, directed by mechanisms
summarized quantitatively by basic principles of
probability at the population level, were the sole
source of evolutionary change. Adherents of the
population genetics approach virtually ignored the
possibility that developmental processes could also
be involved in evolutionary change.

This shift in focus away from development,
solidified by the Modern Synthesis of evolutionary
biology in the 1930s and 1940s, ultimately resulted
in a very narrow definition of evolution as “a change
in gene frequencies in populations” (e.g., Ayala &
Valentine, 1979; Dobzhansky, 1951). This narrow
definition of evolution was widely embraced by
several generations of scientists and continues to be
the dominant metric in the biological sciences for
what qualifies as evolution. This established defini-
tion of evolution was made possible by accepting
three related assumptions about development and

heredity highlighted above:

1. Instructions for building organisms reside in
their genes (predetermined epigenesis).

2. Genes are the exclusive vehicles by which
these instructions are faithfully transmitted
from one generation to the next (beredity as gene
transmission).

3. There is no meaningful feedback from the
environment or the experience of the organism to
the genes (genetic encapsulation).

These three assumptions fit squarely within
the conceptual framework of population genetics.
The architects of the “Modern Synthesis” of evo-
lutionary biology saw no need to integrate disci-
plines primarily concerned with development (for
example, embryology and developmental biology)
into their collective attempts to forge a synthe-
sis of the tenets of Darwinism and Mendelism.
As a result, discussion of the possible importance
of development to evolutionary issues was rela-
tively absent from biological discourse for more
than four decades (but see Gottlieb, 1987, 1992;
Gould, 1977; Matsuda, 1987; van Valen, 1973;
West-Eberhard, 1989 for notable exceptions). This

is no longer the case.

Taking Development Seriously

By the last decades of the twentieth century, each
of the three assumptions of the Modern Synthesis
regarding the role of genes in development, hered-
ity, and evolution (predetermined epigenesis, hered-
ity as gene transmission, genetic encapsulation)
was being called into question. Evidence drawn
from research in genetics, molecular and cellular
biology, developmental biology, comparative and
developmental psychology, psychobiology, and
the neurosciences began to converge to suggest a
view of epigenesis radically different from the gene-
centered perspective that had dominated views of
development and evolution for most of the century.
For example, studies of experience-dependent syn-
aptic pruning and cell death, brain reorganization
following insult, and other illustrations of brain
plasticity demanded a more dynamic and context-
contingent view of epigenesis. As we briefly review
below, this alternative view of epigenesis, termed
probabilistic epigenesis by Gottlieb (1970, 1997),
challenged several of the established assumptions
of the Modern Synthesis of evolutionary biology
(for additional perspectives, see Bjorklund, 2006;
Jablonka & Lamb, 2005; Miiller & Newman,
2003; Neumann-Held & Rehmann-Sutter, 20006;
Overton, 2006; Oyama, 2000; Oyama, Grifhiths,
& Gray, 2001). In addition, this new view of epi-
genesis contributed to the coalescence of one of
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the most rapidly growing fields within contempo-
rary biology, evolutionary developmental biology.
Evolutionary developmental biology (often referred
to as evo-devo) involves a partnership among evo-
lutionary, developmental, and molecular biologists
and attempts to integrate our understanding of
developmental processes operating during ontog-
eny with those operating across generations (e.g.,
Arthur, 1997; Gilbert, 2001; Hall, 1999, 2003;
Kirschner & Gerhart, 2005; Raff, 2000).

It is beyond the scope of this chapter to review
the emerging themes and tenets of evolutionary
developmental biology (see Hall & Olson, 2003).
However, given that many psychologists and neu-
roscientists are likely unfamiliar with how several
of the key assumptions of the Modern Synthesis
of evolutionary biology are being called into
question by recent findings from developmental
and evolutionary science, we briefly review cur-
rent challenges to three of these assumptions. It
should be noted that the challenges and questions
that arise in our discussion are often similar or
overlapping, a result of the recurrent genocen-
tric theme of what still stands as the established
explanatory framework for understanding the
relations between development, heredity, and evo-
lution (e.g., Alberts et al., 1994; Futuyma, 1998,
Stearns & Hoekstra, 2000).

Assumption # 1: Predetermined Epigenesis

The assumption of prespecification, which holds
that the bodily forms, physiological processes, and
behavioral dispositions of organisms can be speci-
fied in advance of the organism’s development, lies
at the heart of the idea of predetermined epigene-
sis. As we have seen, this view dominated biological
thought over the twentieth century and still remains
prominent in some quarters of biology and psychol-
ogy. This view of epigenesis assumes that phenotypic
features preexist in the form of latent information or
instructions before they become “realized” during
development (Mahner & Bunge, 1997).

The notion that a program or recipe for an
organism’s traits, characters, and dispositions can
somehow be present prior to development is a key
metatheoretical assumption of several disciplines
within biology and psychology, including evolu-
tionary psychology and sociobiology. Although
enormously influential, this established framework
has recently been questioned in terms of its ade-
quacy for explaining the dynamics of the devel-
opmental process and its varied outcomes (e.g.,
Johnston & Gottlieb, 1990; Lickliter & Honeycutt,
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2003; Michel & Moore, 1995; Moore, 2002, 2003).
A growing number of scientists working in genet-
ics, developmental biology, comparative psychol-
ogy, and the neurosciences are coming to realize
that development is not the expression of a preex-
istent form. Rather, development is the very process
by which form and function is generated and main-
tained within and across generations (Ingold, 2000;
Oyama, 2000; Robert, 2004). As the astute biolo-
gist E.S. Russell (1930) noted more than 75 years
ago, the fault of all preformationistic or predeter-
mined theories of development is that they trans-
late the future possibilities of development into
“material” predispositions. However, these potenti-
alities are purely virtual and conceptual, not mate-
rial. They do not exist in gemmules, determinants,
or genes. Their actual appearance or realization is
entirely dependent on the resources, relations, and
interactions that make up the process of develop-
ment. Simply put, // phenotypes are the result of
developmental processes.

If instructions for development actually resided
somewhere within the fertilized egg, then one
should be able to accurately predict specific aspects
of the organism’s phenotype simply based on the
genetic strain from which its egg is derived. In
1958, McLaren and Michie provided a striking
challenge to this supposition by demonstrating the
context-contingency involved in mammalian skel-
etal morphology. They transferred fertilized mouse
eggs from a strain that had five lumbar vertebrae
into the uteri of a strain of mouse that had six lum-
bar vertebrae. Those embryos that implanted and
successfully gestated following transfer developed
six lumbar vertebrae rather than five! In this case,
knowledge of the genetic (and phenotypic) makeup
of the strain was simply insufficient to predict the
actual number of vertebrae present in the trans-
planted embryo. Some years later, the developmen-
tal biologist Lewis Wolpert posed the question if
“given a total description of the fertilized egg—the
total DNA sequence and the location of all proteins
and RNA—could one predict how the embryo will
develop?” (1994, p. 572). Although still not widely
appreciated by many (particularly in the popular
media), we now know the answer to this question
is no, as all development depends on interactions
between genes, cells, and the physical, biological,
and social environments in which the organism
develops.

To illustrate this key point, let us consider the
role of embryonic activity on avian skeletal mor-
phology. The fibular crest is a leg bone that connects



the tibia to the fibula in most bird species. It allows
the force of the iliofibularis muscle to pull directly
from the femur bone to the tibia bone. This direct
connection between the femur and tibia is impor-
tant, as it allows the reduction in size of the femur
bone seen in birds when compared to mammals.
When developmental biologists prevented chicken
embryos from moving within the egg during peri-
ods of their prenatal development, they found that
the fibular crest bone fails to develop (Miiller &
Steicher, 1989). In other words, embryonic move-
ments appear necessary to induce the development
of the fibular crest bone in the chick embryo. No
prenatal movement, no leg bone.

Under the normal conditions of prenatal devel-
opment, the bird embryo is subjected to stimulation
from a host of factors, including gravity, amnion
contraction, maternal stimulation, and also from
self-stimulation of its own muscles, joints, and sen-
sory systems as it moves and positions itself in the
egg (or in the case of the mammalian embryo, the
uterus). The prenatal environment (and later the
more complex postnatal environment) thus pro-
vides a range of stimulation and activity that turns
out to be essential for normal anatomical, physio-
logical, and behavioral development (see Gottlieb,
1997; Lickliter, 2005 for other examples). In the
case of avian skeletal development, the use and
exercise of the chick embryo’s leg turns out to influ-
ence gene expression, the activity of nerve cells and
their processes, as well as the release of various neu-
rochemical and endocrine secretions during prena-
tal development. All of these factors turn out to be
necessary resources for the normal development of
the skeleton of the young bird.

Moreover, in the case of avian brain devel-
opment, the coaction of organismic and envi-
ronmental factors has been shown to induce the
patterns of lateralization and forebrain function
commonly observed in several precocial bird spe-
cies. During the later stages of prenatal develop-
ment, the precocial avian embryo is oriented in
the egg such that its left eye (and ear) is occluded
by the body and yolk sac, whereas the right eye
is exposed to diffuse light passing through the
egg shell when the hen is off the nest during the
incubation period. The differential prenatal visual
experience resulting from this postural orienta-
tion prior to hatching facilitates the development
of the left hemisphere of the brain in advance of
the right and influences the direction of hemi-
spheric specialization for a variety of postnatal
behaviors, including visual discrimination, spatial

orientation, feeding behavior, and various visual
and motor asymmetries (Rogers, 1995). Altering
the conditions of prenatal development alters this
typical pattern of brain and behavioral develop-
ment. For example, a left visual bias can be estab-
lished by experimentally occluding the right eye
and stimulating the left eye with light. Likewise,
lateralization can be prevented by rearing eggs in
darkness or providing light to both eyes in the
period prior to hatching (Casey & Lickliter, 1998;
Rogers, 1995).

Proponents of the prespecification view of phe-
notypic traits typically explain such instances of
context-contingency in developmental outcomes
by claims that environmental factors encountered
during individual development simply trigger or
activate latent developmental programs. In our
view, this line of reasoning does more to obscure
rather than advance our understanding of the real-
ization of phenotypes. At the very least, relying on
explanations of the phenotype that refer to latent
or hidden programs inside the organism sidesteps
the issue of development and minimizes the role of
the environment, much like the morphological pre-
formationists who argued preexisting adult form in
the fertilized egg.

The complex interactions between genes, gene
products, and external influences involved in phe-
notypic development underscores a basic tenet of
the probabilistic epigenesis framework—what a
gene (or any other developmental resource) does in
terms of what it provides the developmental process
depends on the organization and relations of genetic
and nongenetic factors internal and external to the
organism (see Chapter 2; Johnston & Edwards,
2002 for overviews). This complex self-regulating
network is comprised of at least three interacting
components: genetic material, other components
of the cell and cell aggregates, and various envi-
ronmental and experiential factors.! Because of the
interdependency and causal contingency within
and between these components (and contrary to the
established tenets of the Modern Synthesis) genetic
and nongenetic factors cannot be meaningfully parti-
tioned when accounting for developmental outcomes.

Assumption #2: Heredity as Gene
Transmission

The study of heredity is typically synonymous
with the study of genetics in contemporary biol-
ogy, reflecting the longstanding belief that genes
are the exclusive vehicles of biological inheri-
tance (Figure 3.1). As discussed eartlier, this key
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Figure 3.1 Predetermined epigenetic model of development and heredity. Genetic (G) and environmental (E) factors are treated
as separate sources of developmental information that combine additively during development. The dashed arrows depict how
heredity is characterized as only gene transmission across generations.

assumption of the Modern Synthesis can be traced
back to the influential writings of August Weismann
in the late nineteenth century and received an addi-
tional boost from the experimental work of the
geneticist Thomas Hunt Morgan and his colleagues
following the rediscovery of Mendel’s work in the
early years of the twentieth century. Recall that
Weismann assumed that if a trait or feature could
not be passed on at conception in the germ line,
then it could not be passed on at all. This narrow
view of heredity became solidified in the writings of
the architects of the Modern Synthesis and turned
into dogma with the discovery of the double-helical
structure of DNA by Watson and Crick in 1953.
DNA, transferred from parents to offspring at con-
ception, was the ideal vehicle for reaffirming the
strict Weismannian view of heredity (see Mameli,
2005; Sapp, 2003 for further discussion). A new
form of potential preformationism thus took center
stage in biology and psychology—this time pro-
posing that only one kind of heredity information
existed, which is contained in DNA (see Maynard-
Smith, 2000 for a recent example).

Thinking on the scope and nature of inheri-
tance has been undergoing a considerable shift in
recent years, due in large part to converging dis-
coveries showing that a variety of developmental
resources beyond the genes reliably reoccur across
generations. Consistent with the probabilistic epi-
genesis view of development (e.g., Gottlieb, 2003;
Gottlieb, Wahlsten, & Lickliter, 2006), there is
now considerable evidence that parents transfer to
offspring a variety of nongenetic factors in repro-
duction that can directly influence phenotypic
outcomes, including DNA methylation patterns,
other chromatin marking systems, RNA interfer-
ence, cytoplasmic chemical gradients, and a range
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of sensory stimulation necessary for normal devel-
opment (reviewed in Harper, 2005; Jablonka &
Lamb, 1995, 2005; Lickliter, 2005; Mameli, 2004).
In mammals, where the embryo develops within
the body of the female, these factors can include
noncytoplasmic maternal effects, including uterine
effects (vom Saal & Dhar, 1992).

The McLaren and Michie (1958) study discussed
above showing how the number of verterate in mice
depends on the uterine environment in which the
mice gestate represents a striking example of uterine
effects on morphological development. Clark and
Galef (1995) have provided evidence that uterine
experiences can also have transgenerational effects.
For example, when a female gerbil embryo develops
in a uterine environment in which most adjoining
embryos are male, its prenatal exposure to the rela-
tively high level of testosterone produced by its male
siblings results in later physical maturation and the
display of more aggressive and territorial behav-
ior than that displayed by other females. These
testosterone-exposed females go on to produce lit-
ters in which the proportion of male offspring is
greater than the normal 1:1 sex ratio, and as a result
their daughters also develop in a testosterone-rich
uterine environment. This results in maternal lin-
eages differing over generations in the sex ratio and
behavioral tendencies of the offspring they produce
without initial changes in gene frequencies between
the lineages. Based on these and similar results doc-
umenting how early subtle environmental factors
can establish morphological, physiological, neural,
perceptual, and behavioral variation between and
within sexes, Crews and Groothuis (2005) have
argued that patterns of mate choice and sexual and
aggressive behavior observed across reptiles, birds,
and mammals are best understood in the context of



an individual’s entire life history, including mater-
nal and other environmental effects at play during
the embryonic period, and not simply in terms of
the passing on of genes.

A persistent change in any of the networks of
coactions involved in the reproduction and mat-
uration of an organism can lead to anatomical,
physiological, or behavioral modifications in that
individual and in many cases in their offspring as
well (see Harper, 2005; Honeycutt, 2006; Jablonka
& Lamb, 1995; Moore, 2003; West-Eberhard, 2003
for reviews). As a result, definitions of inheritance
that do not include all components of the develop-
mental system that are replicated in each generation
and which play a role in the production or main-
tenance of the life cycle of the organism cannot
be complete (Gray, 1992; Lickliter & Ness, 1990;
Oyama et al., 2001). In keeping with this insight,
Matteo Mameli has recently defined inheritance
as “the intergenerational process or processes that
explain the reliable reoccurrence of features within
lineages” (2005, p. 368). This expanded definition
of heredity transmission recognizes that genes and
recurring nongenetic resources for development
routinely pass between one generation and the
next (Figure 3.2). Moreover, this definition implies
that the scope of what constitutes inheritance can-
not complete at the moment of fertilization (see
Griffiths & Gray, 1994; Honeycutt, 2007; West,
King, & Arburg, 1988 for further discussion).

The developmentalist Susan Oyama (1989) cap-
tured this important idea in a discussion of the
transmission of developmental means between

Generation X

Generation Y

generations—she includes the genes, the cellu-
lar machinery necessary for their functioning, the
extracellular environment, and the larger develop-
mental context, which may include maternal repro-
ductive system, parental care or interactions with
conspecifics, as well as relations with other aspects
of the animate and inanimate world. In some spe-
cies, these developmental means can be regulated
by interaction with other species (see Gilbert, 2002
for examples). For example, several hundred species
of symbiotic microbes reside in the gut of mamma-
lian species. Colonization of the digestive system
by these microbes begins during or immediately
after birth for many species. Many of these micro-
bial colonies aid in important digestive and meta-
bolic functions and some are known to be required
for normal gut differentiation and morphology (see
Gilbert, 2005 for a review). Further, the inheri-
tance of these microbial symbionts is evolutionarily
stable and reliable (Sterelny, 2004) but is not pre-
scribed by the genes of the host species.

It is important to emphasize that such an
expanded view of heredity does not imply that
genes do not play a necessary and significant role
in development, nor does it argue against heritable
changes in the phenotype originating in the geno-
type. The passing on of genes from one generation
to the next is not, however, a sufficient explanation
for the achievement of any phenotypic outcome
(although it is certainly a necessary one). What is
passed on from one generation to the next are genes
and a host of other necessary internal and exter-
nal factors that contribute to the development of

Generation Z

Ontogeny Ontogeny Ontogeny
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Figure 3.2 Probabilistic epigenetic model of development and heredity. The box containing genetic factors (G) is embedded
within environmental factors (E) to represent the developmental system and illustrates that the effects of G and E are interdepen-

dent and causally contingent. The dashed arrows running between generations indicate that it is the developmental system that

is “transmitted” across generations. The double arrows running between the ontogeny boxes and the developmental system boxes
indicate that (1) the information going into ontogeny is itself a product of ontogenetic processes, which makes prespecification
impossible and (2) events that occur during one generation can effect the hereditary endowment (i.e., the developmental system)

made available to subsequent generations.
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an organism’s traits and qualities. Contrary to the
genocentric assumptions of the Modern Synthesis,
the complex and contingent interrelations between
these developmental resources are the source of
both the stability and the variability of develop-
ment, eliminating the need for notions of pre-
formed genetic programs or blueprints.

Assumption #3: Genetic Encapsulation

If one accepts that (1) development is fully
contextualized, emergent, and epigenetic and
(2) inheritance involves the recurrence of numerous
developmental resources across various timescales
(and not just genes at conception), then the debate
over whether genes are sequestered or buffered dur-
ing development carries far less significance than in
years past. That being said, genes are an enormously
important developmental resource, so understand-
ing how, when, and under what circumstances they
can be modified during individual development
remains an important developmental and evolu-
tionary topic.

Recall that Weismann’s “barrier” held that other
cells of the body could in no way influence deter-
minants in the germ cells. This barrier was restated
and expanded in the so-called central dogma of
molecular biology in the mid-twentieth century.
The central dogma (proposed by Francis Crick in
1958) held that in all cells (not just germ cells) infor-
mation always flows outward from DNA to RNA
to proteins and never in the reverse order. That is,
there is no backtranslation of information from
proteins to RNA or back transcription from RNA
to DNA. As Gottlieb (1998) has pointed out, the
view of genes that emerges from the central dogma
is one of genetic encapsulation, in which genes are
set off from all nongenetic influences, and a feed-
forward information process, implying that genes
contain a blueprint that is read out to determine
the phenotype of the organism. In other words,
genetic causes are different in kind than all other
developmental causes (Maynard-Smith, 2000).

The central dogma has been challenged on
a number of fronts in recent years. For example,
inspired in large part by the pioneering work of
the geneticist Barbara McClintock, a great deal
of research has been devoted to understanding
the extent and effects of transposable gene ele-
ments (called “transposons” or “jumping” genes).
Transposons have been found in every species of
plant and animal studied and they are estimated
to make up 40% to 50% of the human genome.
These genetic elements can jump from one part
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of a chromosome and insert itself (or a copy of
itself) into the same or other chromosomes, often
in response to extreme or unusual environmental
conditions. In most cases, transposons are silenced
by the process of DNA methylation, in which a
quartet of atoms called a methyl group attaches to
a gene at a specific point and induces changes in
the way the gene is expressed. Different patterns of
methylation determine which genes are silent and
which can be transcribed. In some cases, jumping
genes can influence transcription patterns of neigh-
boring genes. Typically these alterations in genetic
activity are detrimental to the organism and trans-
posons have been linked to numerous disorders
(Bernstein & Bernstein, 1991; Kidwell & Lisch,
2001). Recently, however, Shapiro (1999) argued
that transposon activity can have beneficial effects
of potential evolutionary significance.

In any case, the discovery of transposons and
other avenues of DNA rearrangement have raised
important questions regarding whether the genome
is a static and immutable entity during develop-
ment. The developmental biologist Mae-Wan Ho
captured this shift in thinking over two decades
ago: “The classical view of an ultraconservative
genome—the unmoved mover of development—is
completely turned around. Not only is there no
master tape to be read out automatically, but the
‘tape’ itself can get variously chopped, rearranged,
transposed, and amplified in different cells at dif-
ferent times” (1984, p. 285).

Advances in molecular, cellular, and develop-
mental biology over the last several decades have
also shown that the expression of genes is routinely
affected or modified not only by other genes, but
also by the local cellular as well as the extracel-
lular environment of the developing organism
(reviewed in Davidson, 2001; Jablonka & Lamb,
2005; Gerhart & Kirschner, 1997; Gottlieb, 1998).
The inherited microbial symbionts discussed ear-
lier, for example, influence gut differentiation by
turning on specific genes that otherwise would not
be activated (Gilbert, 2005). Other environmental
regulators of gene activity include cell cytoplasmic
factors, hormones, and even sensory stimula-
tion provided or denied to the developing organ-
ism (Clayton, 2000; Hughes & Dragunow, 1995;
Tischmeyer & Grimm, 1999). For example, exter-
nal environmental factors such as social interac-
tions can cause hormones to be secreted and these
hormones result in the activation of DNA tran-
scription inside the nucleus of the cell. Recently,
Meaney and his colleagues (Champagne, Francis,



Mar, & Meaney, 2003; Meaney, 2001) have pro-
vided examples of how variations in maternal care
in rodents can influence gene expression and the
transmission of individual differences in stress
reactivity across generations. These types of find-
ings have led some to question if genes can really be
characterized as occupying a privileged position in
the development of an organism, as they are them-
selves participants in the developmental process,
which includes influences and interactions taking
place at many hierarchically arranged levels, includ-
ing nucleus—cytoplasm, cell—cell, cell-tissue, and
organism—organism interactions (Gottlieb, 1992;
Noble, 2006; Oyama, 2000; Rose, 1997; Solé &
Goodwin, 2000).

Recent studies with monozygotic human twins
provide dramatic demonstration of how an indi-
vidual’s activity and experience can influence gene
expression and activity. Cancer researchers work-
ing in Spain found that 35% of 80 sets of identical
twins (who share the same genotype) had signif-
icant differences in their DNA methylation and
histone modification profiles, which are useful
markers of patterns of gene activity and expres-
sion (Fraga et al., 2005). Twins who spent less
time together during their lives or who had differ-
ent medical histories had the greatest differences.
Further, the older the twin pair, the more differ-
ent they were when compared to younger twins.
For example, a 50-year-old pair of twins had four
times as many differently expressed genes as did a
3-year-old pair. These findings indicate a signif-
icant influence of environmental and experien-
tial factors on gene activity and help explain how
genetically identical individuals can nonetheless
differ in their phenotypic traits and qualities, a
common observation of the parents and friends
of twins.

A similar example of this insight comes from
medical researchers, who regularly report that only
one twin of an identical twin pair will develop a
health problem, even when traditional genetics
would predict that both of them should. For exam-
ple, in some pairs of identical twins, only one of the
pair develops rheumatoid arthritis. Several genes
are known to be overexpressed in individuals with
rheumatoid arthritis and a recent study indicates
that as yet unknown nongenetic factors influence
the expression of these genes. Further, expression
patterns can differ significantly between identical
twins (Haas et al., 2006). Differences in the expres-
sion of these genes can modify DNA activity and
in turn modify the severity and symptoms of the

disease and the response of the individual patient
to various treatment regimes.

It is important to note that the examples we
have reviewed above may not occur in DNA in the
germ cells (and thus would not violate Weismann’s
barrier). However, given that inheritance is not
complete at conception and that higher-order levels
of the organism—environment system are known
to control gene activity and expression, it seems
to us that this distinction has less import than the
Modern Synthesis supposed. For example, evidence
is available from both vertebrate and invertebrate
species that some environmental events in one gen-
eration can have lasting influences on subsequent
generations, even in the absence of these environ-
mental events for offspring and later descendents
(see Campbell & Perkins, 1988; Harper, 2005;
Honeycutt, 2006; Rossiter, 1996). As a case in
point, there is an autosomal recessive mutation
associated with the development of short antennae
present in the Mediterranean flour moth. Pavelka
and Koudelova (2001) manipulated the incubation
temperature of these flour moth mutants during
the early stages of their development. Some were
incubated in their typical 20°C incubation range,
while others were incubated in a warmer 25°C envi-
ronment. Although all of the moths in these two
incubation conditions carried the short-antennae
mutation, those reared in the warmer environment
nonetheless developed normal-size antennae. What
is most striking about this research is that offspring
from these normal-size antennae mutants contin-
ued to show normal-sized antennae across the next
five generations even when they were incubated in
the original 20°C incubation environment. A change
in the developmental context of one generation was
thus able to influence gene expression and pheno-
typic development across multiple generations of
offspring.

These types of findings clearly argue against the
view that genes are strictly encapsulated, somehow
buffered or protected from any influences occur-
ring during an individual’s lifetime. As the philos-
opher Richard Burian (2005) recently noted, “the
context-dependence of the effects of nucleotide
sequences entails that what a sequence-defined gene
does cannot be understood except by placing it in
the context of the higher-order organizations of the
particular organisms in which it is located and in
the particular environments in which those organ-
isms live” (p. 177). It is now clear that a wide range
of nongenetic and environmental factors are key
participants in gene activity and gene expression,

ROBERT LICKLITER AND HUNTER HONEYCUTT 41



in some cases well beyond the timescale of individ-
ual development.

Reintegrating Developmental and
Evolutionary Inquiry

We are a long way from fully understand-
ing development, even in the simplest organisms.
Integrating our understanding of development
with evolution is an even more daunting task. As
Griesemer (2000) has pointed out, existing accounts
of evolution and development each tend to “black
box” the other: development is typically ignored in
transmission-based population genetics and trans-
mission genetics is often ignored in concerns with
the developmental dynamics of an individual’s phe-
notype. In our view, any successful integration of
development and evolution must ultimately bring
these phenomena together to account for (1) the
emergence and growth of complexity of organiza-
tion by differentiation, (2) the stability of structure
and function across generations, and (3) the ori-
gin and range of variability across individuals of a
species. Attempts at this intellectual synthesis have
engaged (and frustrated) scientists for centuries. As
we have seen, in the twentieth century life, scientists
converged on a bottom-up approach to the challenge
of accounting for the similarities and differences
observed across individuals and lineages, holding
that genes were the key to understanding the fun-
damental characteristics of both development and
evolution. We and a growing number of biologists
and psychologists believe that this genocentric view
is in need of significant revision. At the very least,
it is time to take seriously the dynamics of devel-
opment in discussions of evolution (e.g., Bjorklund,
2006; Johnston & Gottlieb, 1990; Gottlieb, 2002;
Ho, 1998; Lickliter & Schneider, 2006; Mahner
& Bunge, 1997; Moore, 2003;0verton, 20006;
Oyama, 2000; Robert, 2004). West-Eberhard pro-
motes this point throughout her encyclopedic text,
Developmental Plasticity and Evolution, arguing that:
“Any comprehensive theory of adaptive evolution
has to feature development. Development produces
the phenotypic variation that is screened by selec-
tion...In order to understand phenotypic change
during evolution, one has to understand phenotypic
change during development™ (2003, p. 89).

This insight was put forward in the 1980s by
the morphologist Pere Alberch (1980, 1982), who
realized that development both (a) generates the
reliable reproduction of phenotypes across genera-
tions and (b) introduces phenotypic variations and
novelties of potential evolutionary significance. In
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the first case, the process of development constrains
phenotypic variation such that the traits and char-
acters presented to the filter of natural selection
are not random or arbitrary. This is can be viewed
as the regulatory function of development in evo-
lution. It results from the physical properties of
biological materials and the temporal and spatial
limitations on the coactions of the internal, exter-
nal, and ecological factors involved in the develop-
mental process. These constraints collectively serve
to restrict the “range of the possible” in terms of
phenotypic form and function. The limited num-
ber of body plans observed across animal taxa
serves to highlight this regulatory role of develop-
ment. On the other hand, the availability, coor-
dination, and persistence of formative functional
and structural influences involved in the process
of development can vary across individuals and the
dynamics of these developmental interactions can
result in modified phenotypic outcomes. This pro-
duction of phenotypic novelties can be viewed as
the generative function of development and has sig-
nificant implications for the sources of evolution-
ary change (Gottlieb, 2002; Johnston & Gottlieb,
1990; Lickliter & Schneider, 2000).

Contrary to the assumptive base of the Modern
Synthesis, a number of evolutionary theorists are now
proposing that both intergenenerational stability
and the introduction of phenotypic variation upon
which natural selection acts are the result of a wide
range of epigenetic processes, involving internal and
external factors contributing to individual ontog-
eny (e.g., Arthur, 2004; Pigliucci, 2001; Rossiter,
1996: West-Eberhard, 2003). Although phenotypic
plasticity has long been considered to be genetically
determined (e.g., Mayr, 1942; Via & Lande, 1985),
in recent years, developmental and evolutionary
biologists have emphasized the necessity of consid-
ering the complex interactions between genetics,
development, and ecology in order to understand the
range of morphological structures, shifts in behav-
ioral repertoires, and other instances of phenotypic
plasticity observed across plant and animal species
(e.g., Gilbert, 2001; Nijhout, 2003; Schlichting &
Pigliucci, 1998; West-Eberhard, 2003). This con-
tingent and probabilistic view of epigenesis sees the
novelty-generating aspects of evolution as the result
of the developmental dynamics of living organisms,
situated and competing in specific ecological con-
texts, and not simply the result of random genetic
mutations, genetic drift, or recombination.

The “genes-eye-view” of life that defined notions
of epigenesis and evolution in the twentieth century



overlooked the fact that evolutionary theory is
ultimately about explaining phenotypes, about
explaining how organisms come to be similar or
differ anatomically, physiologically, and behav-
jorally from their ancestors. It is the phenotypic
continuity across generations and the plasticity of
the development of the phenotype that provides
the material for natural selection to act (Alberch,
1982; Jablonka, 2006). Reintegrating developmen-
tal and evolutionary inquiry can refocus our collec-
tive attention back to the phenotype and provide
a new general approach to evolution built around
explaining the ways and means of the transgenera-
tional stability and variability of phenotypic form
and function.

In this light, it is interesting to note that some
emerging theories of phenotypic evolution have
proposed that changes in the frequency and dis-
tribution of genes may often be an effect of evo-
lution (here defined as enduring transgenerational
phenotypic change) rather than its cause (Gottlieb,
1992; Johnston & Gottlieb, 1990). For example,
Gottlieb (1992) argues that changes in develop-
ment that result in novel behavioral shifts that
recur across generations can facilitate new organ-
ism—environment relationships and these new rela-
tionships can bring out latent possibilities for gene
activity and expression, as well as morphological,
physiological, or further behavioral change (see
also Gottlieb, 2002). Eventually, a change in gene
frequencies may also occur as a result of geographi-
cally or behaviorally isolated breeding populations.
As a case in point, the apple maggot fly has histor-
ically laid its eggs on haws (the fruit of hawthorn
trees). When domestic apple trees were introduced
into their home ranges, maggot fly females began
to also lay their eggs on apples. After several centu-
ries, there are now two variants of the maggot fly,
one that lays its eggs only on haws and one that lays
its eggs only on apples. Because apples mature ear-
lier in the fall than haws, the two fly variants have
different mating seasons and thus no longer mate
with one another. Further, evidence indicates that
this change in developmental and reproductive
timing has resulted in observed differences in gene
frequencies between the two populations (Feder,
Roethele, Wlazlo, & Berlocher, 1997). Thus,
changes in behavior can be the first step in creating
new phenotypic variants on which natural selec-
tion can act. In this view of evolutionary change,
genetic change is often a secondary or tertiary con-
sequence of enduring transgenerational behavioral
changes brought about by alterations of normal

or species-typical development. This epigenetic
scenario introduces a plurality of possible pathways
to evolutionary change, complementing genetic
factors such as mutation, recombination, and drift
(see Avital & Jablonka, 2000; Jablonka & Lamb,
2005).

This developmental-relational network of cau-
sation is central to the probabilistic epigenetic
approach we have outlined in this chapter. It
directly challenges the longstanding notion that
one can meaningfully separate genetic and envi-
ronmental influences on development or evolution.
Whereas most accounts of development and evo-
lution have traditionally focused on partitioning
the organism’s phenotypic characters among those
genetically determined and those produced by the
environment, we argue that no such partitioning is
possible, even in principle. All phenotypes have a
specific developmental history that explains their
emergence, and a developmental mode of analysis
is the only method that has the potential to fully
explicate the structures and functions of maturing
and mature organisms. One important consequence
of the developmental point of view is that by plac-
ing changes in behavior, context, and development
at the forefront of evolutionary inquiry, systematic
investigations of the various mechanisms involved
in evolutionary change can be pursued at several
different levels of analysis (and not simply in terms
of population genetics).

Identifying the varied resources, processes,
and relations involved in constructing phenotypic
traits during ontogenesis and maintaining traits in
a lineage over generations will necessarily involve
investigators from multiple disciplines. A deeper
understanding of the interdependence of develop-
ment and evolution will require both description
and experimentation, with the goal of explaining
how one generation and its environments sets up
or provides the necessary developmental condi-
tions and resources for the next. In other words,
understanding the persistence and change of phe-
notypic forms over time will require an empirical
focus on the activities and resources that generate
them. For instance, behavioral scientists can focus
on determining how and when organisms change
their activity patterns, enter new habitats or inhabit
new ecological niches, and how these new activi-
ties can be perpetuated across generations (e.g., Yeh
& Price, 2004). Physiologists, endocrinologists,
developmental biologists, and developmental psy-
chologists can focus on how changes in the activ-
ities and ecologies of organisms alter physiological

ROBERT LICKLITER AND HUNTER HONEYCUTT 43



and morphological development in members of a
population, and how these changes can be trans-
mitted and maintained transgenerationally (e.g.,
Crews, 2003).

These types of investigations can include a focus
on environmental regulation of gene expression and
cellular function and the effects of sensory stim-
ulation and social interaction on neural and hor-
monal responsiveness, to name but a few examples.
These individual-level transformational approaches
can be integrated with the group-level, variational
approach of population genetics, which has tradi-
tionally emphasized the dynamics of selection pres-
sures and the modes of speciation. We are confident
that this pluralism of methods, timescales, and lev-
els of analyses will ultimately provide a richer and
more complete account of how individuals develop
and how lineages of organisms evolve.

Acknowledgments

The writing of this chapter was supported in part by NICHD
grant RO1 HD048423 and NSF grant SBE-0350201 awarded
to R.L. We thank Bill Overton and Susan Schneider for con-

structive comments.

References

Alberch, P. (1980). Ontogenesis and morphological diversifica-
tion. American Zoologist, 20, 653—667.

Alberch, P. (1982). The generative and regulatory roles of devel-
opment in evolution. In D. Mosakowski & G. Roth (Eds.),
Environmental adaptation and evolution (pp. 19-36).
Stuttgart, Germany: Fischer—Verlag.

Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., &
Watson, J. D. (1994). Molecular biology of the cell. New York:
Garland.

Amundson, R. (2005). The changing role of the embryo in evolu-
tionary thought: Roots of evo-devo. Cambridge: Cambridge
University Press.

Arthur, W. (1997). The origin of animal body plans: A study in
evolutionary developmental biology. Cambridge: Cambridge
University Press.

Arthur, W. (2004). Biased embryos and evolution. Cambridge:
Cambridge University Press.

Avital, E., & Jablonka, E. (2000). Animal traditions: Behavioural
inheritance in evolution. Cambridge: Cambridge University
Press.

Ayala, F. J., & Valentine, J. W. (1979). Evolving: The theory and
processes of organic evolution. Menlo Park, CA: Benjamin/
Cummings.

Baldwin, J. M. (1896). A new factor in evolution. American
Naturalist, 30, 441-451, 536-553.

Bernstein, C., & Bernstein, H. (1991). Aging, sex, and DNA
repair. San Diego, CA: Academic Press.

Bjorklund, D. E. (2006). Mother knows best: Epigenetic inher-
itance, maternal effects, and the evolution of human intel-
ligence. Developmental Review, 26, 213-242.

Bonner, J. T. (1965). Size and cycle. Princeton, NJ: Princeton
University Press.

44 RETHINKING EPIGENESIS AND EVOLUTION

Bowler, P. J. (1989). The Mendelian revolution: The emergence
of hereditarian concepts in modern science and society. New
York: Blackwell.

Burian, R. M. (2005). The epistemology of development, evolu-
tion, and genetics. New York: Cambridge University Press.

Campbell, J. H., & Perkins, P. (1988). Transgenerational
effects of drug and hormonal treatments in mammals: a
review of observations and ideas. In G. J. Boer, M. G. P.
Feenstra, M. Mimiran, D. F. Swaab, & F. Van Haaren
(Eds.), Progress in brain research (Vol. 73, pp. 535-552).
Amsterdam: Elsevier.

Casey, M. B., & Lickliter, R. (1998). Prenatal visual experience
influences the development of turning bias in bobwhite
quail. Developmental Psychobiology, 32, 327-338.

Champagne, F. A,, Francis, D. D., Mar, A., & Meaney, M. J.
(2003). Variations in maternal care in the rat as a mediat-
ing influence for the effects of the environment on develop-
ment. Physiology and Behavior, 79, 359-371.

Churchill, F. B. (1987). From heredity theory to Vererbung:
The transmission problem, 1850-1915. ISIS, 78, 337-364.

Clark, M. M., & Galef Jr., B. G. (1995). Parental influence on
reproductive life history strategies. Trends in Ecology and
Evolution, 10, 151-153.

Clayton, D. (2000). The genomic action potential. Neurobiology
of Learning and Memory, 74, 185-216.

Crews, D. (2003). The development of phenotypic plastic-
ity: Where biology and psychology meet. Developmental
Psychobiology, 43, 1-10.

Crews, D., & Groothuis, T. (2005). Tinbergen’s fourth ques-
tions, ontogeny: Sexual and individual differentiation.
Animal Biology, 55, 343-370.

Curtis, W. J., & Cicchetti, D. (2003). Moving research on resil-
ience into the 21st century: Theoretical and methodolog-
ical considerations. Development and Psychopathology, 15,
773-810.

Darwin, C. (1964). On the origin of species: A facsimile of the
forst edition. Cambridge, MA: Harvard University Press.
(Original work published in 1859.)

Davidson, E. H. (2001). Genomic regulatory systems: Evolution
and development. San Diego, CA: Academic Press.

Dobzhansky, T. (1937). Genetics and the origin of species
(1st ed). New York: Columbia University Press.

Dobzhansky, T. (1951). Genetics and the origin of species (3rd
ed.). New York: Columbia University Press.

Feder,J. L., Roethele, J. B., Wlazlo, B., & Berlocher, S. H. (1997).
Selective maintenance of allozyme differences among sym-
patric host races of the apple maggot fly. Proceedings of the
National Academy of Sciences, USA, 94, 11417-11421.

Fisher, R. A. (1930). The genetical theory of natural selection.
Oxford: Clarendon Press.

Fraga, M. F,, Ballestar, E., Paz, M. F., Ropero, S., Setien, F.,
Ballestar, M. L., et al. (2005). Epigenetic differences arise
during the lifetime of monozygotic twins. Proceedings of the
National Academy of Sciences USA, 102, 10604—10609.

Futuyma, D. J. (1998). Evolutionary biology (3rd ed.).
Sunderland, MA, Sinauer.

Gehring, W. J. (1998). Master control genes in development
and evolution: The homeobox story. New Haven, CT: Yale
University Press.

Gerhart, J., & Kirschner, M. (1997). Cells, embryos, and evolu-
tion: Toward a cellular and developmental understanding of
phenotypic variation and evolutionary adaprabiliry. Boston:
Blackwell Science.



Gilbert, S. F. (1994). Dobzhansky, Waddington, and
Schmalhaussen: Embryology and the modern synthesis. In
M. B. Adams (Ed.), The evolution of Theodosius Dobzhansky
(pp. 143-154). Princeton, NJ: Princeton University Press.

Gilbert, S. F. (2001). Ecological developmental biology:
Developmental biology meets the real world. Developmental
Biology, 233, 1-12.

Gilbert, S. F. (2002). The genome in its ecological con-
text: Philosophical perspectives on interspecies epigen-
esis. Annals of the New York Academy of Science, 981,
202-218.

Gilbert, S. F. (2005). Mechanisms for the regulation of gene
expression: Ecological aspects of animal development.
Journal of Bioscience, 30, 101-110.

Gottlieb, G. (1970). Conceptions of prenatal behavior. In L. R.
Aronson, E. Tobach., D. S. Lehrman, & J. S. Rosenblatt
(Eds.), Development and evolution of behavior (pp. 111-137).
San Francisco: W. H. Freeman and Company.

Gottlieb, G. (1987). The developmental basis of evolutionary
change. Journal of Comparative Psychology, 101, 262-271.

Gottlieb, G. (1992). Individual development and evolution:
The genesis of novel behavior. New York: Oxford University
Press.

Gottlieb, G. (1997). Synthesizing nature—nurture: Prenatal roots
of instinctive behavior. Mahwah, NJ: Erlbaum.

Gottlieb, G. (1998). Normally occurring environmental and
behavioral influences on gene activity: From central dogma
to probabilistic epigenesis. Psychological Review, 105,
792-802.

Gottlieb, G. (2002). Developmental-behavioral initiation of
evolutionary change. Psychological Review, 109, 211-218.

Gottlieb, G. (2003). Probabilistic epigenesis of development.
In: ]. Valsiner & K. J. Connolly (Eds.), Handbook of devel-
opmental psychology (pp. 3—17). London: Sage.

Gottlieb, G., Wahlsten, D., & Lickliter, R. (2006). The sig-
nificance of biology for human development: A develop-
mental psychobiological systems view. In R. Lerner (Ed.),
Handbook of child psychology, Vol. 1: Theoretical models of
human development (6th ed., pp. 210-257). New York:
Wiley.

Gould, S. J. (1977). Ontogeny and phylogeny. Cambridge, MA:
Harvard University Press.

Gray, R. (1992). Death of the gene: Developmental systems
strike back. In P. E. Grifliths (Ed.), Trees of Life: Essays in
the philosophy of biology (pp. 163—209). Boston: Kluwer.

Griesemer, (2000). Reproduction and the reduction of genet-
ics. In P. Beurton, R. Falk, & H. J. Rheinberger (Eds.), 7he
concept of the gene in development and evolution: Historical
and epistemological perspectives (pp. 240-285). New York:
Cambridge University Press.

Griffiths, P. E., & Gray, R. D. (1994). Developmental systems
and evolutionary explanation. Journal of Philosophy, 91,
277-304.

Haas, C. S., Creighton, C. J., Pi, X., Maine, 1., Koch, A. E,,
Haines, G. K. III, et al. (2006). Identification of genes
modulated in rheumatoid arthritis using complementary
DNA analysis of lymphoblastoid B cell lines from disease-
discordant monozygotic twins. Arthritis and Rheumatism,
54, 2047-2060.

Hall, B. K. (1999). Evolutionary developmental biology (2nd
Ed.). Dordrecht: Kluwer.

Hall, B. K. (2003). Unlocking the black box between geno-
type and phenotype: Cells and cell condensations as

morphogenetic (modular) units. Biology and Philosophy, 18,
219-247.

Hall, B. K., & Olson, W. (2003). Keywords and concepts in evo-
lutionary developmental biology. Cambridge, MA: Harvard
University Press.

Hamilton, W. D. (1964). The genetical evolution of social
behaviour. I. Journal of Theoretical Biology, 7, 1-16.

Harper, L. V. (2005). Epigenetic inheritance and the
intergenerational transfer of experience. Psychological
Bulletin, 131, 340-360.

Ho, M.-W. (1984). Environment and heredity in develop-
ment and evolution. In M.-W. Ho & P. T. Saunders (Eds.),
Beyond neo-Darwinism: An introduction to the new evolu-
tionary paradigm (pp. 267-289). London: Academic Press.

Ho, M.-W. (1998). Evolution. In G. Greenberg and M. M.
Haraway (Eds.), Comparative psychology: A handbook
(pp. 107-119). New York: Garland Publishing.

Honeycutt, H. (2006). Studying evolution in action: Foundations
for a transgenerational comparative psychology. International
Journal of Comparative Psychology, 19, 170-184.

Hughes, P., & Dragunow, M. (1995). Induction of immediate-
early genes and the control of neurotransmitter-regulated
gene expression within the nervous system. Pharmacological
Review, 47, 133-178

Ingold, T. (2000). Evolving skills. In H. Rose & S. Rose (Eds.),
Alas, poor Darwin: Arguments against evolutionary psychol-
ogy (pp. 225-246). New York: Harmony Books.

Jablonka, E. (2006). Genes as followers in evolution: A post-
synthesis synthesis? Biology and Philosophy, 21, 143-154.

Jablonka, E., & Lamb, M. J. (1995). Epigenetic inheritance and
evolution. New York: Oxford University Press.

Jablonka, E., & Lamb, M. ]J. (2005). Evolution in four dimen-
sions: Genetic, epigenetic, behavioral, and symbolic variation
in the history of life. Cambridge, MA: MIT Press.

Jacob, E. (1977). Evolution and tinkering. Science, 196,
1161-1166.

Johnston, T. D. (1995). The influence of Weismann’s germ-
plasm theory on the distinction between learned and innate
behavior. Journal of the History of the Behavioral Sciences,
31, 115-128.

Johnston, T. D., & Edwards, L. (2002). Genes, interactions,
and development. Psychological Review, 109, 26-34.

Johnston, T. D., & Gottlieb, G. (1990). Neophenogenesis: A
developmental theory of phenotypic evolution. Journal of
Theoretical Biology, 147, 471-495.

Keller, E. F. (2000). 7he century of the gene. Cambridge, MA:
Harvard University Press.

Kidwell, M. G., & Lisch, D. R. (2001). Perspective: transpos-
able elements, parasitic DNA, and genome evolution.
Evolution, 55, 1-24.

Kirschner, M., & Gerhart, J. (2005). 7he plausibility of
life: Resolving Darwin’s dilemma. New Haven, CT: Yale
University Press.

Lewontin, R. C. (1992). Genotype and phenotype. In E. E.
Keller & E. A. Lloyd (Eds.). Keywords in evolutionary biology
(pp. 137-144). Cambridge, MA: Harvard University Press.

Lickliter, R. (2005). Prenatal sensory ecology and experience:
Implications for perceptual and behavioral development
in precocial birds. Advances in the Study of Behavior, 35,
235-274.

Lickliter, R. L., & Honeycutt, H. G. (2003). Developmental
dynamics: Toward a biologically plausible evolutionary
psychology. Psychological Bulletin, 129, 819-835.

ROBERT LICKLITER AND HUNTER HONEYCUTT 45



Lickliter, R. L., & Ness, J. W. (1990). Domestication and
comparative psychology: Status and strategy. Journal of
Comparative Psychology, 104, 211-218.

Lickliter, R., & Schneider, S. M. (2006). The role of develop-
ment in evolution: A view from comparative psychology.
International Journal of Comparative Psychology, 19, 150-167.

Lloyd Morgan, C. (1896). Of modification and variation.
Science, 4, 733-739.

Lorenz, K. (1965). Evolution and the modification of behavior.
Chicago: Chicago University Press.

Mahner, M., & Bunge, M. (1997). Foundations of biophiloso-
phy. New York: Springer.

Mameli, M. (2004). Nongenetic selection and nongenetic inher-
itance. British Journal of the Philosophy of Science, 55, 35-71.

Mameli, M. (2005). The inheritance of features. Biology and
Philosophy, 20, 365-399.

Matsuda, R. (1987). Animal evolution in changing environments
with special reference to abnormal metamorphosis. New York:
Wiley.

Maynard-Smith, J. (2000). The concept of information in biol-
ogy. Philosophy of Science, 67, 177—-194.

Mayr, E. (1942). Systematics and the origins of species. New York:
Columbia University Press.

Mayr, E. (1982). The growth of biological thoughtr. Cambridge,
MA: Harvard University Press.

Mayr, E. (1988). Toward a new philosophy of biology: Observations
of an evolutionist. Cambridge, MA: Harvard University
Press.

Mayr, E. (1997). This is biology: The science of the living world.
Cambridge, MA: Belknap Press.

McLaren, A. & Michie, D. (1958, April 19). An effect of uter-
ine environment upon skeletal morphology in the mouse.
Nature, 181, 1147-1148.

Meaney, M. J. (2001). Maternal care, gene expression, and the
transmission of individual differences in the stress reactiv-
ity across generations. Annual Review 0f Neuroscience, 24,
1161-1192.

Michel, G., & Moore, C. (1995). Developmental psychobiology:
An integrative science. Cambridge, MA: MIT Press.

Moore, C. L. (2003). Evolution, development, and the indi-
vidual acquisition of traits: What we have learned since
Baldwin. In B. H. Weber & D. J. Depew (Eds.), Evolution
and learning: The Baldwin effect reconsidered (pp. 115-139).
Cambridge, MA: MIT Press.

Moore, D. S. (2002). The dependent gene: The fallacy of nature
vs. nurture. New York: Freeman.

Moore, J. A. (1993). Science as a way of knowing: Foundations of
modern biology. Cambridge, MA: Harvard University Press.

Miiller, G. B., & Newman, S. A. (Eds.). (2003). Origination of
organismal form: Beyond the gene in developmental and evo-
lutionary biology. Cambridge, MA: MIT Press.

Miiller, G. B., & Steicher, J. (1989). Ontogeny of the syndes-
mosis tibiofibularis and the evolution of the bird hindlimb:
A caenogenetic feature triggers phenotypic novelty.
Anatomical Embryology, 179, 327-339.

Neumann-Held, E. M., & Rehmann-Sutter, C. (Eds.). (2006).
Genes in development and evolution: Re-reading the molecu-
lar paradigm. Durham, NC: Duke University Press.

Nijhout, H. F. (2003). Development and evolution of adaptive
polyphenisms. Evolution and Development, 5, 9—18.

Noble, D. (2006). The music of life: Biology beyond the genome.
New York: Oxford University Press.

46 RETHINKING EPIGENESIS AND EVOLUTION

Osborn, H. F. (1896). A mode of evolution requiring neither
natural selection nor the inheritance of acquired charac-
teristics. Transactions of the New York Academy of Science,
15, 141-148.

Overton, W. F. (2006). Developmental psychology: Philosophy,
concepts, methodology. In R. Lerner (Ed.), Handbook of
child psychology, Vol. 1: Theoretical models of human develop-
ment (6th ed., pp. 18—88). New York: Wiley.

Oyama, S. (1989). Ontogeny and the central dogma: Do we need
the concept of genetic programming in order to have an evo-
lutionary perspective? In M. R. Gunnar & E. Thelen (Eds.),
Systems and development. The Minnesota symposia on child psy-
chology (Vol. 22, pp. 1-34.). Hillsdale, NJ: Erlbaum.

Oyama, S. (2000). 7he ontogeny of information: Developmental
systems and evolution (2nd Ed.). Durham, NC: Duke
University Press.

Oyama, S., Griffich, P. E., & Gray, R. D. (Eds.). (2001).
Cycles of contingency: Developmental systems and evolution.
Cambridge, MA: MIT Press.

Pavelka, J., & Koudelova, J. (2001). Inheritance of a
temperature-modified phenotype of the short antennae
(s2) mutation in a moth, Epbestia kuehniella (Lepidoptera
Pyralidae). Journal of Heredity, 92, 234-242.

Pigliucci, M. (2001). Phenotypic plasticity: Beyond nature
and nurture. Baltimore, MD: Johns Hopkins University
Press.

Raff, R. A. (2000). Evo-devo: The evolution of a new discipline.
Nature Review: Genetics, 1, 74—79.

Richards, R. J. (1992). The meaning of evolution. Chicago:
University of Chicago Press.

Robert, J. S. (2004). Embryology, epigenesis, and evolution:
Taking development seriously. New York: Cambridge
University Press.

Roe, S. (1981). Marter, life, and generation. Cambridge:
Cambridge University Press.

Rogers, L. J. (1995). The development of brain and behavior in
the chicken. Wallingford, UK: CAB International.

Rose, S. (1997). Lifelines: Biology beyond determinism. New
York: Oxford University Press.

Rossiter, M. C. (1996). Incidence and consequence of inher-
ited environmental effects. Annual Review of Ecology and
Systematics, 27, 451-476.

Russell, E. S. (1930). 7he interpretation of development and
heredity. Freeport, NY: Books for Libraries Press.

Sapp, J. (2003). Genesis: The evolution of biology. Oxford, UK:
Oxford University Press.

Schlichting, C., & Pigliucci, M. (1998). Phenotypic evolution:
A reaction norm perspective. Sunderland, MA: Sinauer.

Shapiro, J. A. (1999). Transposable elements as the key to a 21
century view of evolution. Genetica, 107, 171-179.

Simpson, G. G. (1944). Tempo and mode in evolution. New
York: Columbia University Press.

Simpson, G. G. (1967). The study of evolution: methods and
present status of theory. In A. Roe and G. G. Simpson
(Eds.), Behavior and evolution (pp. 7-26). New Haven, CT:
Yale University Press.

Smith, L. B., & Thelen, E. (2003). Development as a dynamic
system. Trends in Cognitive Sciences, 7, 343—348.

Solé, R., & Goodwin, B. (2000). Signs of life: How complexity
pervades biology. New York: Basic Books.

Stearns, S. C., & Hoekstra, R. F. (2000). Evolution: An
introduction. New York: Oxford University Press.



Sterelny, K. (2004). Symbiosis, evolvability and modularity.
In G. Schlosser & G. Wagner (Eds.), Modularity in devel-
opment and evolution (pp. 490-516). Chicago: University
of Chicago Press.

Stiles, J. (2000). Neural plasticity and cognitive development.
Developmental Neuropsychology, 18, 237-272.

Tischmeyer, W., & Grimm, R. (1999). Activation of immediate
early genes and memory formation. Cellular and Molecular
Life Sciences, 55, 564-574.

Van Valen, L. (1973). A new evolutionary law. Evolutionary
Theory, 1, 1-30.

Via, S., & Lande, R. (1985). Genotype-environment interac-
tion and the evolution of phenotypic plasticity. Evolution,
39, 505-522.

vom Saal, F. S., & Dhar, M. G. (1992). Blood flow in the uter-
ine loop artery and loop vein is bidirectional in the mouse:
Implications for transport of steroids between fetuses.
Physiology and Behavior, 52, 163-171.

Weismann, A. (1889). Essays upon heredity. Oxford, England:
Clarendon Press.

Weismann, A. (1893). The germ-plasm: A theory of heredity.
London: Walter Scott.

West, M., King, A., & Arburg, (1988). The inheritance of
niches: The role of ecological legacies in ontogeny. In: E.M.
Blass (Ed.), Handbook of behavioral neurobiology, Vol. 9:
Developmental psychobiology and behavioral ecology (pp.
41-62). New York: Academic Press.

West-Eberhard, M. J. (1989). Phenotypic plasticity and the ori-
gins of diversity. Annual Review of Ecology and Systematics,
20, 249-278.

West-Eberhard, M. J. (2003). Developmental plasticity and evo-
lution. New York: Oxford University Press.

Westermann, G., Mareschal, D., Johnson, M. H,,
Sirois, S., Spratling, M., & Thomas, M. S. (2007).
Neuroconstructivism. Developmental Science, 10, 75—83.

Williams, G. C. (1966). Adaptation and natural selection.
Princeton, NJ: Princeton University Press.

Wilson, E. O. (1975). Sociobiology: The new synthesis.
Cambridge, MA: Belknap Press.

Winther, R. G. (2000). Darwin on variation and heredity.
Journal of the History of Biology, 33, 425—455.

Winther, R. G. (2001). August Weismann on germ-plasm vari-
ation. Journal of the History of Biology, 34, 517-555.

Wolpert, L. (1994). Do we understand development? Science,
266, 571-572.

Yeh, P. J., & Price, T. D. (2004). Adaptive phenotypic plastic-
ity and the successful colonization of a novel environment.
American Naturalist, 164, 531-542.

Note

1 Inher review of the literature on brain plasticity, Stiles (2000)
presents of view of development consistent with the one we
present here. In particular, she argues that neural development
is “not a passive unfolding of predetermined systems, or even
as well defined systems awaiting an external trigger” (p. 266).
Instead, “the developing brain is a dynamic, responsive, and
to some extent self-organizing system” (p. 266). She also notes
that “in the normal course of neural development, specification
and stabilization of neural systems relies on dynamic processes
that are the product of multidirectional interaction of genetic
processes, neural systems, and input” (p. 252). See also Curtis
and Cicchetti (2003) and Westermann et al. (2007) for
additional examples.
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Brain Development: Genes, Epigenetic
Events, and Maternal Environments

Pierre L. Roubertoux, Marc Jamon, and Micheéle Carlier

Abstract

The major question “What does the genome do in the development of the brain?”
includes three subquestions. Firstly, are there genes specifically involved in

brain development? The part played by growth factor genes and homeogenes in
brain development is reviewed in this chapter. Secondly, given that all the cells

of an organism share the same genome, how can differentiated cells emerge

from the same genome? The mechanism by which the genes contribute to brain
differentiation is examined. Thirdly, individuals have the same genes within the
same species. Although their development follows the general pattern of the
species, large individual differences can be seen in the rate of development.

So which are the genes that contribute to individual differences in the rate of
development? Do we know some environmental factors also contributing to these
individual differences? A brief survey of existing knowledge is given with the

focus on the mouse.

Keywords: genome, brain development, homeogenes, brain differentiation, rate
of development, environmental factors, mouse

Development is defined by biological changes that
correlate with chronological age. Changes in the
morphology, chemistry, and functioning of cells
(or part of a cell), of organs, or of the entire organ-
ism are indicators of development. Development
is measured by comparing the present state to an
earlier state. In longitudinal studies, individuals
are compared to their own status at different ages,
whereas cross-sectional studies compare groups of
individuals in different age groups. The measure-
ments are a single index, or a pattern of measure-
ments, that show developmental change, and in all
studies, the rate of development is infered.

What does the genome do in the development
of the brain? This chapter is not intended to be a
state-of-the-art report on genes and brain develop-
ment. One book alone would not suffice to analyze

the 20,000 publications on the topic indexed in
PubMed and to discuss the techniques used; that
challenge is not taken up here. This chapter is a
compromise, presenting the general genetic frame-
work in which brain development occurs described
for neurobiologists, psychologists, and psychiatrists
who may not be familiar with genetics, embryol-
ogy, and proteomics.

The study of the genetic bases of brain develop-
ment addresses questions in three major domains:

1. The brain differs from other organs, such as
the liver, which have quite homogeneous cells with
similar structure and function; the brain is a collec-
tion of structures that differ in their anatomy, mor-
phology, neurochemistry, and in the functioning of
the cells that compose the structures. The human
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brain has approximately 50 cytoarchitecturally dif-
ferent regions (Broadman, 1909). The amygdala
and hippocampus, for example, do not have many
cytological, neurochemical, or functional simi-
larities, but operate jointly for learning tasks and
exploration. The brain functions in an integrated
way. The brain’s ability to integrate the activities of
different structures is dependent upon the develop-
ment of structures, and even of substructures, with
cytological and functional specificity. This requires
a stringent timing in the development process that
is the price to pay for the harmonious functioning
of the brain. “Which genes control development?”
or rather “How do genes control the development
of brain structures and how is their development
coordinated?” Is the development of a structure
controlled solely by endogenous factors, that is
genes, or is it jointly determined by exogenous ele-
ments such as the neighboring tissue? The general
process of development, the succession of steps in
development, is invariant within a species, but sev-
eral characteristics of development are common to
all species, suggesting that species-specific genetic
programs share common genetic elements. What
are the common elements in the genetic bases of
the program of development? What do these com-
mon bases mean in the context of evolution?

2. Cells go through an undifferentiated stage of
development, being first pluripotent and then, after
a transitional stage, multipotent. All the cells of an
organism share the same genes, and all the cells of
a given individual bear the same allelic forms. It is
amazing to see that the same undifferentiated stem
cells sharing identical genes with identical alleles
can become either a neuron or a liver cell. It is even
more amazing that the same stem cell can become
either a serotonin neuron or a dopamine neuron
depending on the cellular context. The challenge
of developmental genetics is to uncover the rules of
cell differentiation and cell specification. “Is it an
intrinsic (i.e., genetic) process or is it an extrinsic
(i.e., environmental) mechanism?” In either case,
the molecular mechanism of cell differentiation
needs to be deciphered. What are the genetic mech-
anisms that determine the specification of a cell?

3. Individual differences in the rate of develop-
ment have been reported for a wide range of species.
Differences do not occur between the succession
of developmental events, with certain exceptions
resulting in abnormal and often unviable pheno-
types, but individual differences are observed in
the rate of development. There is a considerable
difference between individuals in the age when an
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organ reaches maturity, when a milestone of devel-
opment is reached, when a function becomes oper-
ational, and when a childhood pattern disappears
and an adult pattern appears. Purebred Basenji
dogs display adult behavior patterns at much the
same age, whereas cocker spaniels and beagles dis-
play the same characteristic at a different age (Scott
& Fuller, 1965). Developmental differences in both
brain and behavioral characteristics have been
observed in strains of laboratory mice. In pediat-
rics, any departure from development chart aver-
ages is a quantitative assessment of an individual
difference. Are genes involved in these differences?
Are the differences caused by allelic variants of
genes regulating development sequences? Which
are these genes? Are development factors related to
genes? Do epigenetic factors, that is, factors occur-
ring between the DNA template and the protein,
contribute to individual differences? What are these
epigenetic factors? Do pre- and postnatal environ-
mental events modulate the differences?

The three sections that follow will address
each of these major issues concerning the roles of
genes in brain development: (1) growth factors and
homeogenes, (2) specification of nerve cells, and
(3) the origin of individual differences in rates of
development.

Growth Factor Genes and Homeogenes
Genes contributing to the development of the
brain belong to two main categories: (i) growth fac-
tor genes and (ii) genes encoding for transcription
factors. The first set of genes could be seen as pro-
viding the cellular energy needed for development,
while the second set of genes provide the spatial
and temporal expression of growth factor genes.

Growth Factors

Growth factors are polypeptides that stimulate
cell proliferation and differentiation, and many
polypeptides play a crucial role in the development
of neurons and glial cells. Transforming growth
factor B (TGF-P) is found in cells where it inhibits
growth and proliferation. The granulocyte-colony-
stimulating factor stimulates granulocytes, bone
marrow, and the production of stem cells. The nerve
growth factor (NGF) plays a crucial role in the
maintenance of sympathetic and sensory neurons.
Neurotrophic factors (1) differentiate the progeni-
tor cells that are then transformed into neurons and
(2) protect neurons from cell death. Different sub-
categories of neurotrophic factors have been charac-
terized: brain-derived neurotrophic factor (BDNF)



is present in the peripheral and central nervous
systems; neurotrophin-3 plays a role in synaptic
differentiation and contributes to the development
and maintenance of the synapses; neurotrophin-1
(NT-1) interacts with different neurotransmitters;
and neurotrophin-4 interacts with tyrosine kinase,
initiating cascades in the nerve cell.

The contribution of neurotrophic factors is not
limited to neurons but extends to all cells in the
nervous system. A glial-derived neurotrophic fac-
tor, and its receptor that leads to modifications of
ion channel functioning and dopaminergic activ-
ity, has been reported. The platelet-derived growth
factor and basic fibroblast growth factor contribute
to angiogenesis. The epidermal growth factor con-
tributes to cell proliferation by modifying tyrosine
kinase activity, resulting in changes in cell calcium
levels, glycolysis, and protein synthesis. Hepatocyte
growth factor/scatter factor is a morphogenic factor
that acts on epithelial and endothelial cells and has
an important part to play in organ development.
Other growth factors, such as myostatin, eryth-
roprotein, growth differentiation factor-9, and
thromboprotein, do not have any direct action on
the development of the nervous system. Growth
factors, also referred to as “growth hormones,” act
in a similar manner as hormones with respect to
growth factor production, receptor, and binding
protein.

Most genes involved in growth factor activities
have been characterized; 160 genes have been iden-
tified so far. Figure 4.1 shows the chromosomal
location of the genes encoding for growth factors
in the mouse (Mus musculus). The list is tempo-
rarily limited to the 69 genes currently known to
contribute to brain and peripheral nervous system
development. The figure gives the name of the
gene and its target nerve tissue. The effects of the
genes were identified by using transgenic and gene
targeting technologies and by observing mutations
in the mouse and fruit fly. Target organs for the
growth factors were deduced from the analysis of
papers published and referenced on the Mouse
Genome Informatics Web site as of March 2007
(Gene Expression Database [GXD], 2007). Each
paper cited on the Web site was analyzed and
recorded when the results showed direct or indi-
rect involvement in the development of the ner-
vous system.

The number of genes identified as coding for
growth factors is surprisingly small (160), too small
to be compatible with the hypothesis that one gene
could be found to correspond to the development

of one given category of nerve cells. The analysis
of Figure 4.1 shows that several genes can contrib-
ute to the growth of one single type of nerve cell.
The growth of each type of cell is thus “overdeter-
mined.” This is clearly illustrated by the genes cod-
ing for factors that contribute to the development
of the hippocampus (Egr4, Igfl, Egr4, Igflr, Igf2,
Ingl, Sf3bI) and factors contributing to retinal
development (Fgfrll, Fgf8, Fgfbpl, Efempl Crebzf,
Apafl, Fgfr3-ps). One gene may have several differ-
ent target cells; for example, the fibroblast growth
factor 17 (Fgf17) gene is found in both the inferior
colliculus and anterior vermis of the brain.

The relationships between growth factor genes
and phenotype is not linear. The first consequence
is that the products of growth factor genes affect-
ing development are not specific to a category of
tissue. The second consequence is that there is a
gap between the huge number of brain and neu-
ral functions and the relatively small number of
growth factor genes involved in the development of
nerve tissue. This is particularly relevant for the dis-
crepancy between the small number of genes car-
ried by the genome and the enormous number of
gene-dependent phenotypes. Several nonexclusive
hypotheses have been suggested as explanations for
this apparent paradox, one being interactions with
transcription factors that are also involved in devel-
opment (Roubertoux & Carlier, 2007).

Transcription Factor Genes

Transcription factors are “interactive factors,”
which control the expression of other genes and the
expression of growth factor genes. Transcription
factor genes are a heterogeneous category of genes
sharing a common sequence called the “homeo-
box.” Homeobox was first described by a Swiss
group (Garber, Kuroiwa, & Gehring, 1983) and
an American group from Bloomington (Scott
et al., 1983). Three researchers were awarded the
Nobel Prize in Medicine in 1995 for their work
on the genetics of development (Edward Lewis,
California Institute of Technology; Christiane
Nuesslein-Volhard, Max-Planck Institute; and Eric
Wieschaus, Princeton University).

Transcription is a process by which the DNA
sequence is copied into an RNA sequence. The
transcription factor either allows or blocks tran-
scription. All homeogenes share a common
sequence of 180 bp DNA called the homeobox,
coding for the homeodomain. The homeodo-
main is a protein made up of 60 amino acids in
a three-dimensional configuration. The protein
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Figure 4.1 Chromosomal location of genes coding for growth factors and contributing to the nerve tissues in mammals. The
symbol of the gene is in italics. Symbols, followed by the full names of the genes, and the targets on which the growth factors act,
are listed below. Akrlb8: aldo-keto reductase family 1, member B8, aldolase reductase; Apafl: apoptotic peptidase activating factor
1, retina; Btc: betacellulin, epidermal growth factor family member, gray matter; Crebzf: CREB/ATF bZIP transcription factor,
retina; Efempl:epidermal growth factor-containing fibulin-like extracellular matrix protein 1, retina; Egfr: epidermal growth factor
receptor, eye, whisker; Egrl: early growth response 1, luteinizing hormone-beta expression, Memory defects; Egr2: early growth
response 2, thombomeres 3 and 5, myelination of Schwann cells; Egr3:early growth response 3, cell bodies of proprioceptive neu-
rons within dorsal root ganglia; Egr4: early growth response 4, dentate gyrus of the hippocampus; Eps8: epidermal growth factor
receptor pathway substrate 8, resistant intoxicating effects of ethanol, Eps8 part of NMDA receptor complex; Egf10: fibroblast
growth factor 10, eye; Fgf14, fibroblast growth factor 14, balance and grip strength, Fgf17, fibroblast growth factor 17, inferior colli-
culus and the anterior vermis of the brain, Fgf17, transforming growth factor, beta receptor II, neural crest, Fgf18, fibroblast growth
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includes a coil peptide chain and three a-helices.
The three helices are positioned at right angles in
space, forming a helix-loop-helix motif. Helix 1
helps stabilize the homeodomain protein during
interactions with DNA and binds the sugar—phos-
phate backbone by entering into the minor groove
of the DNA. The homeodomain protein usually
recognizes the DNA sequence located within the
promoter region; this is done by the third helix,
sometimes referred to as the recognition helix,
which binds with the TAAT or ATTA patterns
of DNA bases of the regulatory sequences of the
gene (Wolberger, Vershon, Liu, Johnson, & Pabo
1991; Billeter,1996) by coming within the major
groove of DNA (Kissinger, Liu, Martin-Blanco,
Kornberg, & Pabo, 1990; see Ades & Sauer, 1995
for the specificity of the grooves).

The gene to be transcribed carries a sequence
that must be recognized by the transcription factor.
Transcription is initiated by opening of the double
helix and separation of the two DNA strands. For
transcription to be initiated, the promoter region

needs to be recognized by the gene to be tran-
scribed. The recognized region is always inside the
promoter region (Gehring, Affolter, & Biirglin,
1994a; Gehring et al., 1994b). The regulating
sequences of the promoter are common to several
promoters and the specificity of the sequence of
recognition is therefore small. Sequences carried in
addition to the homeobox improve the transcrip-
tion factor’s recognition capacity (Laughon, 1991).
The homeobox is common to all genes encoding
transcription factors, while the three-dimensional
structure of the protein and its recognition capaci-
ties are preserved.

Several families of transcription factors contrib-
ute to the development of the brain. The canonical
homeobox described above alone defines the Hox
domain family. In addition to the canonical homeo-
box, the Cut, Dlsx, DIx, Emx, En, LIM, Msx, Nk,
Pax, POU, six, and TALE families specify the tran-
scription of genes that contribute to brain develop-
ment (Dekker et al., 1993; Patarnello et al., 1997;
Banerjee-Basu, Landsman, & Baxevanis, 1999;

-l
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factor 18, Patterning of frontal cortex subdivisions, Fgf2,, fibroblast growth factor 2, cortical neuronal density, Fgf3, fibroblast
growth factor 3, inner ear, Fgf8, fibroblast growth factor 8, thymus, Fgfbpl, fibroblast growth factor binding protein 1, retina,

Fgfbp3, fibroblast growth factor binding protein 3, neuronal differentiation in the developing midbrain-hindbrain, Fgfr3, fibroblast
growth factor receptor 3, cochlea; Fgfr3-ps: fibroblast growth factor receptor 3, pseudogene, tyrosine kinase; Fgfrll: fibroblast
growth factor receptor-like 1, retina; Fibp: fibroblast growth factor (acidic) intracellular binding protein, intracellular binding pro-
tein; Gabl:growth factor receptor bound protein 2-associated protein, eye; Gadd45g: growth arrest and DNA-damage-inducible 45
gamma, cortical patterning; Gadd45g: growth arrest and DNA-damage-inducible 45 gamma, eye; Gap43: growth associated pro-
tein 43, olfactory neurogenesis; Gasl:growth arrest specific 1,eye cerebellum; Gas2: growth arrest specific 2, modifier for holopros-
encephalon; Gas7: growth arrest specific, PC12 cells; Gdf10: growth differentiation factor 10, neural precursors in cerebellar vermis
formatio; Gdf6: growth differentiation factor 6, inner ear; Gdf7: growth differentiation factor 7, spinal cord neurons; Gdf9: growth
differentiation factor 9, granulosa cell proliferation; Gfil: growth factor independent 1, ear, neuroendorine cell; Gh: growth hor-
mone, pituitary gland; Ghr: growth hormone receptor, pituitary gland; Ghrh: growth hormone releasing hormone, pituitary gland;
Ghsr: growth hormone secretagogue receptor, growth hormone release; Gprinl: G protein-regulated inducer of neurite outgrowth 1,
control growth of neuritis; Hgs: HGF-regulated tyrosine kinase substrate, tyrosine phosphorylation; Igf1: insulin-like growth factor
1, brain size, hypomyelination, hippocampal granule, striatal parvalbumin-containing neurons; Igf1r: insulin-like growth factor I
receptor, neuronal proliferation, phosphorylation of tau in the hippocampus; Igf2, insulin-like growth factor 2, interactions with
kainic acid; Igf2bpl I: insulin-like growth factor 2 mRNA binding protein 1, anxiety, exploratory behavior; Igf2bp2: insulin-like
growth factor 2 mRNA binding protein 2, neuron; Igf2bp3: insulin-like growth factor 2 mRNA binding protein 3, neuron; Igfbp5:
insulin-like growth factor binding protein 5, midbrain, hindbrain; Igfbpll: insulin-like growth factor binding protein-like 1,
neopallium, dorsal thalamus, hippocampus; Ingl: inhibitor of growth family, member 1, apoptosis; Mdk: midkine, glucocorticoid
receptor; Nck2, non-catalytic region of tyrosine kinase adaptor protein 2, ephrinB reverse signals modulating spine morphogenesis
and synapse formation; Negrl:neuronal growth regulator 1, neurotractin —neurite outgrowth of telencephalic neurons, neu-
rotractin —regulation of neurite outgrowth in developing brain; Ngfb, nerve growth factor, beta, neuron; Ngfg-rs1: nerve growth
factor gamma, related sequence 1, sympathetic neurons; Ngfr: nerve growth factor receptor (TNFR superfamily, member 16),
sensory innervation, pain; Ngfrapl: nerve growth factor receptor (TNFRSF16) associated protein 1, apoptosis; Ngrn: neugrin,
neurite outgrowth associated, neurons; Ogfr: opioid growth factor receptor, opioid growth factor receptor; Ogfrl1: opioid growth
factor receptor-like 1; opioid growth factor receptor; Pdgfa: platelet derived growth factor, alpha, numbers of oligodendrocytes;
Pdgfra: platelet derived growth factor receptor, alpha polypeptide, neural crest cells; Ppmlg: protein phosphatase 1G (formerly 2C),
magnesium-dependent, gamma isoform, prepulse inhibition; Ptn: pleiotrophin, subcortical projection neurons in cerebral cortex;
Sf3b1: splicing factor 3b, subunit, hippocampus, cerebellum; Sppl3: signal peptide peptidase 3, hippocampus, cerebellum; Tgfa:
transforming growth factor alpha, eye; Tgfb2: transforming growth factor, beta 2, spinal column, eye, inner ear; Tgfb3: transform-
ing growth factor, beta 3, central mechanism of respiration; Tgfbi: transforming growth factor, beta induced, extracellular matrix
proteins; Tpst2: protein-tyrosine sulfotransferase 2, tyrosylprotein sulfotransferase; Vgf: VGF nerve growth factor inducible, leptin,
proopiomelanocortin, neuropeptide Y, hypothalamus.
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Kim, Choi, Lee, Conti, & Kim, 1998). Transcription
factors in the Cut domain add three repeated Cut
domains to the Hox domain, each of these being
defined by 80 amino acids. Cut binds to DNA. The
homeobox is longer in the Dlsx and DIx domain
families than in the canonical homeobox. The LIM
domain consists of two repeated zinc fingers motifs,
resulting in 60 amino acids (Konrat, Weiskirchen,
Krautler, & Bister, 1997). The LIM domain
appears to initiate protein—protein interactions.
The paired box or Pax families are characterized by
two extra paired sequences. The paired domain is a
128-amino-acid DNA-binding domain. The POU
domain (POU is derived from the names of three
mammalian transcription factors: pituitary-specific
Pit-1, octamer-binding proteins Oct-1 and Oct-2,
and neural Unc-86 from Caenorhabditis elegans)
is characterized by a 75-amino-acid domain and
seems to recognize transcription cofactors (Chu-
Lagraff, Wright, McNeil, & Doe, 1991; Andersen
& Rosenfeld, 2001).

Most investigations into genetic mechanisms of
development have been performed on mice and flies.
Most genes coding for growth factors or transcrip-
tion factor genes are present in all species, including
humans. Genes have strong homology, that is, the
same DNA sequences are present across species, and
genetic homology results in similar phenotypes with
similar development mechanisms. A good illus-
tration of this characteristic is found with a muta-
tion affecting the size of the eye in different species

(Cheyette et al., 1994; Chauhan, Zhang, Cveklova,
Kantorow, & Cvekl, 2002), including the “eye-
less” mutation for drosophila, “small eye” for the
mouse, and “aniridia” for humans (Hanson et al.,
1993, 1994). Sequencing of the gene showed that
they (1) share common sequences, proving that they
are homologous and (2) carry a homeotic sequence
plus a paired box sequence that are the signature of
Pax genes (Ton et al., 1991). The gene is called Pax6
and the phenotypes are similar in different species.
Drosophila with the mutation have no eyes or tiny
eyes, mice with the mutation have small eyes, and in
humans, homozygous cases present aniridia (no iris)
and heterozygous cases have small eyes.

Figure 4.2 shows the chromosomal location
of transcription factor genes contributing to the
development of the brain in the mouse. Table 4.1
lists the nerve tissue where each of the genes is
expressed and the nerve tissue where development
is modified by the gene. We analyzed the papers
referenced by Vollmer and Clerc (1998) and the
papers referenced for the period 1997 to March
2007 on the Mouse Genome Informatics Web site
(Mouse Genome Database [MGD], 2007) The
number of transcription factors producing a mod-
ification in brain development is relatively small
(80) compared to the total number of transcription
factor genes (255). As is the case for growth factor
genes, the same tissue is usually targeted by several
transcription factor genes and one transcription
factor gene targets several different tissues.

.
|

cluster including Hoxb1-9, homeo box B1-B9. Hoxb13: homeo box B1; Hoxc: homeo box C cluster including Hoxc 4-6, homeo box
C 4 - 6, Hoxc 8-13 Homeo box C 8-13; Hoxd: homeo box D cluster including Hoxd1, homeo box D1, homeo box D3-4, homeo
box D8-D13; Irx1: Iroquois related homeobox 1; Irx2: Iroquois related homeobox 2; Irx3: Iroquois related homeobox 3; Irx4:
Iroquois related homeobox 4; Irx5: Iroquois related homeobox 5; Irx6: Iroquois related homeobox 6; Isl1: ISL1 transcription factor,
LIM/homeodomain; Lbx1: ladybird homeobox homolog 1; Lbx2: ladybird homeobox homolog 2; Lhx2, LIM homeobox protein 2;
Lhx3, LIM homeobox protein 3; Lhx4, LIM homeobox protein 4; Lhx5, LIM homeobox protein 5; Lhx6, LIM homeobox protein
6; Lhx8, LIM homeobox protein 8; Lmxla, LIM homeobox transcription factor 1 alpha; Lmx1b, LIM homeobox transcription
factor 1 beta; Meisl: myeloid ecotropic viral integration site 1; Meox1, mesenchyme homeobox 1; Mixl1, Mix1 homeobox-like 1,
Xenopus laevis; Msx2: homeo box, msh-like 2; Msx3: homeo box, msh-like 3; Nkx1-2: NK1 transcription factor related, locus 2,
Drosophila; Noto: notochord homolog, Xenopus laevis; Otp, orthopedia homolog, Drosophila; Otx1: orthodenticle homolog 1,
Drosophila; Otx2: orthodenticle homolog 2, Drosophila; Pax1: paired box gene 1; Pax2: paired box gene 2; Pax3: paired box gene
3; Pax4: paired box gene 4; Pax5: paired box gene 5; Pax6: paired box gene 6; Pax7: paired box gene 7; Pax8: paired box gene 8;
Pbx3: pre B-cell leukemia transcription factor 3; Phox2a: paired-like homeobox 2a; Phtf1: putative homeodomain transcription
factor 1; Phtfl: putative homeodomain transcription factor 1; Phtf2: putative homeodomain transcription factor 2;; Pitl-rsl: pitu-
itary specific transcription factor 1, related sequence 1; Pitx1: paired-like homeodomain transcription factor 1; Pitx2: paired-like
homeodomain transcription factor 2; Pitx3: paired-like homeodomain transcription factor 3; Pou3f1: POU domain, class 3,
transcription factor 1; Pou3f2: POU domain, class 3, transcription factor 2; Pou3f3: POU domain, class 3, transcription factor

3; Pou3f4: POU domain, class 3, transcription factor 4; Pou4f1: POU domain, class 4, transcription factor 1; Propl: paired like
homeodomain factor 1; Prrxl1: paired related homeobox protein-like 1 (chord); Rax: retina and anterior neural fold homeobox;
Six2: sine oculis-related homeobox 2 homolog (Drosophila); Six6: sine oculis-related homeobox 6 homolog, Drosophila; Tgifl: TG
interacting factor 1; Tgifx1: TGIF homeobox 1; Tlx3: T-cell leukemia, homeobox 3; Vax: ventral anterior homeobox containing
gene 1; Vax2: ventral anterior homeobox containing gene 2; Vsx1: visual system homeobox 1 homolog, zebrafish; Zfhx2: zinc fin-
ger homeobox 2; Zfhx2as: zinc finger homeobox 2, antisense; Zhx2: zinc fingers and homeoboxes protein 2.
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Figure 4.2 Transcription factor genes that contribute to the development of nerve tissue. The symbols for the genes are in italics.
Symbols, followed by the full names of the genes, are listed below. Arx: aristaless related homeobox gene; Bsx: brain specific
homeobox; Cartl: cartilage homeo protein 1; Ch10: C. elegans ceh-10 homeo domain containing homolog; Crx: cone-rod
homeobox containing gene; Cutl2: cut-like 2 (Drosophila); Dbx1: developing brain homeobox; DIx1: distal-less homeobox 1;
Dlx1as: distal-less homeobox 1, antisense.; DIx2: distal-less homeobox 2; DIx4: distal-less homeobox 4.; DIx5:distal-less homeobox
5; DIx5as : distal-less homeobox 6 antisense; Dmbx1: diencephalon/mesencephalon homeobox 1; Emx1: empty spiracles homolog
1, Drosophila; Emx2: empty spiracles homolog 2, Drosophila; Enl: engrailed 1; En2: engrailed 2; Evxl: even skipped homeotic
gene 1 homolog; Gbx1: gastrulation brain homeobox 1; Gbx2: gastrulation brain homeobox 2; Gsh2: genomic screened homeo
box 2; Hesx1: homeo box gene expressed in ES cells (skeleton, CNS); Hhex-rs3: hematopoietically expressed homeobox, related
sequence 3. (blood); Hipk2: homeodomain interacting protein kinase 2; Hlxb9: homeobox gene HB9; Hmx1: H6 homeo box 1;
Hmx2: H6 homeo box 2; Hmx3: H6 homeo box 3 (nteraction with Pax2); Hod: homeobox only domain; Hoxb: homeo box B
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Table 4.1 Transcription Factor Genes Implicated in Brain Development in Mice

Homeobox  Gene Brain Region of Expression CNS Target
Family
Cut
Cutl?2 Telencephalon, pons PNS in Drosophila
DIx
Dix1 Diencephalon, optic chiasma Forebrain, striatum (with D/x2)
Dix2 Ventral thalamus, undifferentiated Olfactory central neurons
neurons
DIx5, DIx6  Basal ganglia, diencephalon
Emx
Emxl Cerebral cortex, hippocampus Forebrain
Emx2 Cerebral cortex, hippocampus, thalamus, Dentate gyrus, limbic cortex,
hypothalamus, mesencephalon
En
Enl Mesencephalon, colliculus, Mesencephalon, telencephalon,
periaqueductal gray matter, cerebellum cerebellum, colliculus
En2 Mesencephalon, colliculus, periaqueduc-  Mesencephalon-metencephalon
tal gray matter, cerebellum differentiation
Hox
Hoxal Rhombomere 4 Rhombomere defects, respiratory
impairment
Hoxa2 Myelencephalon, thombomere 3
Hoxa4 PNS-medula limit
Hoxa5 Myelencephalon
HoxaG Mpyelencephalon
Hoxbl Rhombomere 4 & 2 Motor neuron axon guidance in
hindbrain
Hoxb2 Rhombomere 3
Hoxb3 Rhombomere 5
Hoxb4 Rhombomere 7
Hoxbl13 Notchord and spinal ganglia
Hoxc4 Rostral region of thombomere 7
Hoxdl Patterning mouse hindbrain
Hoxd3 Mpyelencephalon
Hoxd4 Myelencephalon
Irxl Diencephalon Sodium channel function
Irx2 Hindbrain, midbrain Hindbrain—midbrain boundaries
Irx3 Hindbrain Midbrain dorsoventral patterning
Irx6 Optic cup Retina
Homeo domain related
Gbxl Ventral telencephalon Neuronal migration, neuronal
differentiation, brain
Gbx2 Hindbrain Thalamocortical axon guidance
Pitx] Hindbrain Pro-opiomelanocortin, pituitary gland
Pitx2 Chord Eye, dopaminergic neurons of the
substantia nigra
LIM
Lhxl Lateral diencephalons, midbrain, Differentiation of sensorial receptors
hindbrain, then telencephalon
Lhx2 Roof of the developing mouth, front of Eye, cerebral cortex
buccopharyngal membrane
Lhx3 Pons, medulla, raphe Pituitary gland
Lhx4 4th ventricle Central control of respiration
Lhx5 Fore and mid brain, thalamus, Forebrain patterning

58

hypothalamus, then pons and medulla
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Table 4.1 Continued

Homeobox  Gene Brain Region of Expression CNS Target
Family
Lhx6 Medial forebrain Expansion of neuronal progenitors
Lhx8: Forebrain Cholinergic neurons
Lhx9 Medulla, forebrain Interneurons in the mouse spinal cord
Progenitors of cortical neuton
Lmxla Medulla Specification of spinal cord neurons
Lmx1b Developing interneurons Central serotonergic neurons
Msx
MixI: Roof of the developing mouth, front of Craniofacial, diencephalic epithelium
buccopharyngal membrane, thalamus,
ventricles then in retina
Msx2 Optic cup Eye
Msx3 Dorsal part of the neurotube, rhombom-
eres 1,2 and 6
Nk
Nkx1-1 Ventral telencephalic vesicle, striatum,
hypothalamus, thalamus
NkxI1-2 Hypothalamus, thalamus Anterior hypothalamus
Nkx2-5 Hipothalamus, thalamus, tegmentum Specification of neuronal progenitors
Otx
Otx1 Ubiquitous in brain structures Forebrain and cerebral cortex
Otx2 Ubiquitous in brain structures Forebrain and cerebral cortex, neural
tube
Pax
Paxl Mesoderm
Pax2 Eye, myelencephalon, cerebellum Eye, including retina and chiasma
Chochlea and its spinal projections
Pax3 Myelencephalon, hindbrain Patterning of neural tube
Pax4
Pax5 Myelencephalon, cerebellum, pons Colliculus, patterns of cerebellar
foliation
Pax6 Ubiquitous in the telencephalon Eye, hypothalamus, cerebral
regionalisation
Pax7 Mpyelencephalon, cerebellum, pons Neural tube
Pax8 Myelencephalon, cerebellum Thyroid
Pax related
Arx Dorsal telencephalon, diencephalon Neuronal migration and differentiation
in ventral telencephalon
Chi0 Rhombencepalon Retinal inter cellular channels, size of
the eye, optic nerve
Phox2a Rhombencepalon, mesencephalon, met-  Autonomic ganglia, locus coeruleus;
encephalon, locus coeruleus dorsoventral patterning of the mouse
hindbrain
Propl Telencephalon Anterior pituitary gland
Prrxl Telencephalic vesicles, ventral Vascular system
hypothalamus
PrexlI: Telencephalon Tactile projections in the chord
Rax, Basal forebrain, optic nerve Retina, forebrain/midbrain structures,
hypothalamus.
Unex4.1 Mesencephalon, tegmentum, Central mechanisms of respiration
hypothalamus then cerebellum
Pou domain
Pou3f3 Hypothalamus Organization of the cells in the hippocam-

pus and adjacent transitional cortex

(Continued)
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Table 4.1 Continued

Homeobox  Gene Brain Region of Expression CNS Target
Family
Pou3f2 Hypothalamus Hypothalamic pituitary axis,
hypothalamic neuron
Poudfi Mesencephalon, chord, pons Brain cranial nerves
Pou3f4 Hypothalamus Hearing
Pou3fl Fore and midbrain Schwann cell maturation
Pitl-rsl Pituitary gland
Six
Six3 Midbrain tegmentum, eye Eye
TALE
Meisl Ubiquitous
TGIFI Ventricles, cerebellar plate Cerebellar external granular layer? cell

Homeo domain-interacting protein kinases

Hipk2 Midbrain
Cartl Neural tube
Phtf1 Forebrain

proliferation

Apoptosis, neuron numbers in trigeminal
ganglion, dopamine neuron

Neural tube, forebrain

Retina

The homeodomain class is indicated in column 1, the symbol of the gene is reported in column 2; see the legend of Figure 4.2 for the full
names. The regions of expression are reported in column 3. Column 4 indicate the target of the gene in the nervous tissues as they result from

spontaneous variants, gene targeting or transgenesis.

The structure or nerve tissue where the gene
is expressed, and the structure or tissue where
the gene acts, are two different things and were
considered independently. The measurement of
expression raises numerous questions. The quan-
tity of RNA is assayed in most cases, but not the
quantity of the protein, and many processes take
place between RNA formation and protein pro-
duction. The transcription factor gene is some-
times expressed in a brain structure that will not
appear as the target organ of the product of the
gene. The expression of a gene is the prerequisite
for its action, but expression alone is not enough
for it to act. However, it was possible to draw con-
clusions from expression studies of development
provided comparable techniques and probes or
primers were used.

Expression follows a spatial rule. Transcription
factors are not expressed ubiquitously in the brain;
expression can occur in certain structures and not
in others, and it is not territory-dependent. A
gene can be expressed in the thalamus and not in
the cerebral cortex, as can be seen from the pat-
terns of expression of the gene EmxI in the brain
(Table 4.2). The presence of RNA in two struc-
tures is not determined by anatomical proximity.
The EmxI gene is expressed, or not expressed, in
neighboring regions of the brain. The expression
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of a transcription factor may also differ within
the same structure. In the mouse, at postconcep-
tion day 13.5, the organs are well shaped and it
is possible to isolate brain structures to study the
expression of genes in the substructures. Pax6 is
expressed in the cortex, but not in the striatum,
yet both are in the telencephalon. Pax6 is not
expressed in the spinal cord, but is expressed in
neighboring territories such as the cranial gan-
glia and root ganglia, all of which are in the mye-
lencephalon. What are the determinants of gene
expression? The crucial role played by the Hox sys-
tem and Pax system in the specification of nerve
cells is discussed in the next section.

Expression also follows temporal rules. Genes
encoding transcription factors are expressed later
than genes coding for growth factors. The age when
the first signal is detected varies from one brain struc-
ture to another and within each brain structure. In
the mouse, a number of transcription factors are not
detected on the same day in the gyrus dentatus and
CA3. Figure 4.3 illustrates the clear lack of synchrony
of transcription factor genes in different structures of
the brain. The Pax6 gene is expressed earlier in the
olfactory bulbs than in the cortex. The expression of
transcription factor genes is not constant and may
fluctuate with time. For some genes, it disappears at
around postnatal day 29. Two structures in Figure 4.3



Table 4.2 Expression of the Transcription Factor
Gene. EmxI at 13.5 Days Post Conception in the
Mouse

Emxl

13.5 days PC
Telencephalon present
Cerebral cortex present
Striatum absent
Thalamus absent
Hypothalamus absent
Ventricular layer absent
Olfactory bulb present
Ear present

Retina absent

Spinal chord absent
Cranial ganglion present
Root ganglions present

Source: From a Review of Published Papers or Unpublished Data
Referenced by  http://www.informatics.jax.org/mgihome/other/
citation.shtml

show an occasional interruption of expression for one
day during embryonic life.

The foregoing two sections emphasize the fact
that the number of growth factor genes and tran-
scription factor genes is too small to provide an
explanation of the development of the brain by
direct gene—phenotype correspondence. This is
part of the general paradox of the finite number
of genes (around 24,000) and the infinite num-
ber of phenotypes that are all gene-dependent.
Interactions between the two categories of genes
provide a plausible hypothesis for how this paradox
may be partially resolved. The question is “How are
the interactions between these genes carried out?,”
which leads to another question: “How do genes
manage the specification of nerve cells?” Because of
the time-based organization of development, inter-
actions between genes need to be closely timed,
and it appears that this timing is accomplished by
transcription factor genes.

Processes of Nerve Cell Specification

There is incredible variety in the cells of an
organism. Red and white blood cells, bipolar cells
in the retina, neurons, and astrocytes are just a few
examples of the diverse range of cells. Cell mor-
phology, physiology, and function are determined
by genes, with morphological, physiological, and
functional variations depending on the allelic forms
they carry. And it is in this diversity of cell types

and functions that the difficulty arises, as all the
cells in an organism carry the same genes and the
same alleles. All cells descend from a single cell by
mitotic division and are copies of the original sin-
gle cell of the zygote. As cells have the same genes,
they should have the same shape and function, but
this obviously is not the case. Why? Not all genes
are activated/repressed at the same time in the same
cell. Each cell possesses the same potentialities but
not all cells use all those potentialities.

Role of Transcription Factors

Transcription factors interact with other genes
that contribute to development via the mech-
anism of transcription. The Hox gene, via the
recognition helix, initiates or blocks transcrip-
tion. Other motifs, such as POU, CUT, or Pax,
improve the specificity of the recognition. Only a
small number of the 24,000 genes in a mamma-
lian embryonic stem cell are expressed at any one
time and other genes are repressed. Neurons and
epidermal cells, or dopamine neurons and seroto-
nin neurons, do not require the same gene prod-
ucts for development. The development of a stem
cell into Cell A rather Cell B is the result of a dif-
ferent pattern of genetic expression. Experimental
studies have investigated the molecular and phe-
notypic effects of transcription factors, taking
them one by one. Gene targeting technology has
provided a powerful tool for investigating the role
of transcription factors in development. The tech-
nique consists of replacing a functional gene with
a neutral gene. A gene of resistance to neomycin
has been used in most studies of development.
Other techniques, such as lox-cre, are now avail-
able, and several “double transgenic” and “double
targeted genes” have been derived. The effects are
not simply additive; the effects of a double genetic
modification cannot be deduced from the effect
of each modification. D/x2 knockout mice have
abnormal development of the olfactory bulb,
while mice with this deletion plus the deletion
of the DIx1 gene have abnormal development of
the striatum.

The observation that the specific development of
a cell requires a selected number of proteins, or that
a small number of genes are expressed in a cell, is
a first step toward understanding the mechanisms
of cell specification. What is the process involved
in selecting genes to be expressed? Not all genes
are expressed all the time, as is evident in patterns
of gene expression summarized in Figure 4.3 and
Table 4.2. How is the timing of this expression
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Mesencephalon
(midbrain)
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Prosencephalon
(forebrain)
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Rhombencephalon
(hindbrain)
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Telencephalon
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Diencephalon
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Metencephalon
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Myelencephalon
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Cerebral cortex
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Thalamus
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Ventricles Hypothalamus
111213141516 17 PN 13141516 17 PN
Striatum Pituitary gland

13141516 17 PN 1213141516 17 PN

Olfactory bulb
1011121314 1516 17 PN
Optic tract
111213141516 17 PN

Eye
891011121314 1516 17 PN

Pons
141516 17 PN Medula oblongata
Cerebellum 1213141516 17 PN
1516 17 PN

Spinal chord
9 111213141516 17 PN

Figure 4.3 Expression of the transcription factor gene Pax 6 in different regions of the brain. The day (post-conception age) when

the expression was detected is given. Postnatal period = PN.

controlled? The expression of genes involved in
the cell specification is tissue-dependent, as can
be seen in Table 4.1. Which regulation process
causes a gene to be expressed in one tissue and not
another, or, more surprisingly, causes a gene to be
expressed in one tissue at one point in time and
in another at another point in time (see Figure 4.3

and Table 4.2)?

Hox and Pax Genes and Cell Specification

Cell specification is crucial in brain develop-
ment. Certain cases of cognitive impairment,
pervasive development disorders, and psychiatric
disorders have been associated with incomplete
neuronal specification that may cause abnormal
neuronal migration. The position of a neuron in a
structure during embryonic development and its
final location are required for normal brain devel-
opment. More generally, the position of a cell in
a given organ is a prerequisite for normal devel-
opment and viability. The position of a cell in the
embryo is determined by a system operating along
two axes (as illustrated in Figure 4.4).

The first axis of development sets the rostra-
caudal specification (also known as anterocaudal
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patterning) of the cells. The first axis gives infor-
mation to the cell about its position in the embryo
and determines the region where an organ will
develop. Hox genes determine the specification of
the cells in anterocaudal direction. The second axis
is dorsoventral and Pax genes determine dorsoven-
tral cell specification. The cell is thus specified by
two coordinates.

In mammals, the Hox system is located on four
chromosomes (see Table 4.3) and encompasses
the homeobox A cluster (Hoxa) with 11 genes,
the homeobox B cluster (Hoxb) with 10 genes, the
homeobox C cluster (Hoxa) with 13 genes, and the
homeobox D cluster (Hoxd) with 8 genes. The pat-
terning of the digestive tract, notochord, and later
differentiated motoneurons, skeleton and limb posi-
tions, and hindbrain is determined by Hoxa, Hoxb,
Hoxc, and Hoxd. The Hox complex of different
species comes from a common ancestor, as shown
in Figure 4.5. One copy of the Hox is believed to
be present in the initial genome of the ancestor of
mammals. The four Hox copies should have arisen
from two chromosomal duplications occurring in
the course of evolution. Table 4.3 shows the sim-
ilarity of the four complexes. Some genes do not



Figure 4.4 Specification of the
cells during the development by the
Hox and the Pax system. The cells
(numbered 1-4) are specified in

dorsal |

the rostracaudal dimension by the
Hox system and in the dorsoven-

tral dimension by the Pax system.

The system with two coordinates
specifies the position of the cells in the

PAX family

developing organ.

|Ventra|

| Rostral Caudal |

HOX family

Table 4.3 The Hox System in Insects and Mammals Derives from a Common Hypothetical Ancestor. The
Arrows Indicate the Correspondences Between the Hypothetical Ancestral Genes and Those of the Hox
System in Insects and Mammals

Common Mouse
ancestor
Drosophila (hypothetical) Chromosome 11 Chromosome 6 Chromosome 15 Chromosome 2
5" lab <« lab —  Hoxbl Hoxal Hoxld
Pb <« Tb —  Hoxb2 Hoxa2 Hoxb3
Hoxb3 Hoxa3
zen
Dfd «— Dfd —  Hoxb4 Hoxa4 Hoxc4 Hoxd4
Ser Hoxb5 Hoxa5 Hoxc5
Antp «— Antp —  Hoxb6 Hoxa6 Hoxc6
Ubx Hoxb7 Hoxa7
abd-A Hoxb8 Hoxc8 Hoxd8
abd-B < abd-B —  Hoxb9 Hoxa9 Hoxc9 Hoxd9
HoxalO Hoxcl0 Hoxdl10
Hoxall Hoxcll Hoxdl1
Hoxcl2 Hoxdl2
3 Hoxb13 Hoxal3 Hoxcl3 Hoxdl3

Source: Adapted from Ruddle et al., 1994.

tally in all the complexes, but the same order and ~ digestive tract, but genes located towards the 5’
functions of the genes that are present are found in ~ extremity are expressed in the rostral regions and
all the four complexes. expressed first, whereas genes located at extremity

The Hox complexes control the development of 3" are expressed in the caudal regions and expressed
different systems such as the skeleton, brain, and later. For this reason, the genes of the four Hox
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Figure 4.5 Chromosomal regions associated with sensory and motor development in mice; data from Roubertoux et al., 1987;

Le Roy, Perez-Diaz, Cherfouh, & Roubertoux, 1999). The battery is from Fox (1965) adapted by Carlier, Roubertoux, and Cohen-
Salmon (1983). Righting: The pup was placed on its back and immediately tried to right itself. The day when the pup turned over
within 10 s was recorded. Cliff Drop Aversion (abbreviated “cliff”): The pup was placed on the edge of a cliff, the forepaws and head
over the edge. It turned and crawled away from the cliff. Forepaw Grasping: When the inside of one paw was gently stroked with an
object, the paw flexed to grasp the object. Forelimb Placing and Hindlimb Placing: When the dorsum of the paw came into contact
with the edge of an object, the pup raised its paw and placed it on the object. Age of Disappearance of Rooting (rooting): Bilateral
stimulation of the face stimulated the pups to crawl forwards, pushing the head in a rooting fashion. Age of Disappearance of Crossed
Extensor (crossed extensor): When pinched, the stimulated limb flexed while the opposite hindlimb extended. Geotaxia: The pup
turned upwards when placed on a 45° angle with its head pointing down the incline. Vibrissae Placing: The pup was suspended by the
tail and lowered towards the tip of a pencil. When the vibrissae touched the pencil the pup raised its head and performed a placing
response with the extended forelimb. Bar Holding (bar holding): The forepaws were placed on a round wooden bar. Bar Holding (bar
holding four paws): The pup also put the hindpaw on the bar, a movement that insures a longer period of stability. Vertical Clinging
and Vertical Climbing: The pup was held against a vertical metal grid. Two behavioral responses were scored: clinging for 10 s and
climbing after clinging. Startle response: A composite sound was delivered above the head of the pup and the startle response observed
visually. Age at Eyelid Opening (eyelid opening): The score is the age in days when the pup opened its eyes. Visual Placing: The day
after eye-opening, the pup was suspended by the tail and lowered towards the tip of the pencil without the vibrissae touching it. It
extended the paw to grasp the pencil. Body Weight was measured at day 10, 15, 20, and 30 (m for males, f for females, * for m and f).



complexes are said to be paralogous. These prop-
erties explain why development sequences are non-
transitional within a species and are subjected to
minor variations between species.

The effect of the Hox genes is lasting. If we con-
sider an organ divided into four segments A, B,
C, and D, going from rostral to caudal, Hoxal is
expressed first and helps specify the cells in the ros-
tral segment (segment A); later, Hoxa2 specifies the
B segment, then Hoxa3 specifies C segment, and
finally Hoxa4 specifies the D fragment. In this way,
segments A, B, C, and D are specified by genes 1,
2, 3, and 4 respectively.

The nine genes in the Pax system determining
the dorsoventral specification of the cells are not
grouped together in a complex, as shown in Figure
4.2. One hypothesis is that they are derived from
homeogenes with the adjunction of the paired
domain. The dorsoventral direction of the Pax
genes contributes to the specification of the cells.
Some Pax genes are expressed in the dorsal part
only and not in the ventral part of an organ; this is
the case of Pax3 and Pax7 genes in the neural tube.
The mode of action of the Pax system is not the
same as the Hox system, with Pax genes acting by
successive cascades of expression (van Heyningen
& Williamson, 2002). The number of genes succes-
sively expressed by a Pax trigger is high. The most
famous example is the “master gene,” Pax6. The
name “master” is given to genes that trigger doz-
ens of cascades of expression. The hunt for “mas-
termind” is in progress (Wu, Sun, Kobayash, Gao,
& Griffin, 2002) but the idea of a master gene for
brain development is compatible neither with the
modular characteristic of brain function nor with
the experimental data.

The conjunction of the Hox and Pax system
increases the specification of cells in the embryo.
Figure 4.4 shows how a group of embryonic cells
can be specified by both the rostrocaudal and the
dorsoventral positions. We have already noted the
spatial and temporal characteristics and patterns in
gene expression in the course of development, and
space and time appear to be inextricably linked in
genetics.

Plasticity of Hox genes

In this chapter, which endeavors to shed light on
genetic factors contributing to brain development,
readers may be struck by the strictness of the genetic
rules applying to development. There is, how-
ever, a longstanding debate on the relative impact
of intrinsic/genetic and extrinsic/environmental

factors in the specification of brain structures, but
it seems more rational to investigate the plasticity
of the Hox, Pax, Lim, and Pou systems, rather than
repeat the errors of the nature—nurture debate in a
bid to estimate the respective impact of the envi-
ronment and genes.

Transcription factors do not operate in a binary
mode; their effects are subtle (Holland & Takahashi,
2005). Normal brain development requires a deli-
cate balance between the products and the different
genes. The role of OrxI and Orx2 genes in brain
patterning provides an illustration of this require-
ment, and their role in brain morphogenesis is
shown in Figure 4.2 and Table 4.1. Ozx/ and Ox2
interact during the process of brain specification; a
minimum level of OTX1 and/or OTX2 is required
for the specification of brain cells, and this can be
achieved by either one dose of both OTX1 and
OTX2, or two doses of OTX2. Does this leave any
scope for vicarious processes in the specification of
brain cells? Experiments have shown that cellular
specification requires more than just one protein
and that a threshold protein level must be reached
for neuronal specification.

The effect of the transcription factor gene is not
the same for all the cells of the brain; it is associ-
ated with the expression of a gene in a group of
embryonic cells and the inhibition of the same
gene in the neighboring population of embryonic
cells. This can be interpreted as intrinsic control
by genetic mechanisms or as extrinsic factors that
may be distinct signals emitted by different brain
territories (Trainor & Krumlauf, 2000). The fact
that the expression of Hox genes in rhombom-
eres varies when the embryonic tissue is grafted
in different locations casts doubt on the auton-
omy of the Hox system (Grapin-Botton, Bonnin,
McNaughton, Krumlauf, & Le Douarin, 1995;
Couly, Grapin-Botton, Coltey, & Le Douarin,
1996). The expression of a sample of Hox genes
(Hoxb-4, Hoxb-1, Hoxa-3, Hoxb-3, Hoxa-4, and
Hoxd-4) was analyzed before and after caudal-to-
rostral transplantation and after rostral-to-caudal
transplantation. The patterns of expression do not
change in the caudal-to-rostral situation, but do
change in the reverse situation. In the rostral-to-
caudal transplantation, the rostral tissues express
the genes usually expressed in the caudal region.
Several experiments suggest that Hox expression
is modulated by the integration of signals com-
ing from the cells (Trainor & Krumlauf, 2000).
Modulation of Hox expression could be greater in
certain tissues (Job & Tan, 2003). The complexity

PIERRE L. ROUBERTOUX, MARC JAMON, AND MICHELE CARLIER 65



of the tissues, the multiplicity of interactions, and
the correlative entropy of the signals increase as
development progresses. Complexity reaches its
apex with the neocortex. It could be speculated
that the neocortex is the most recent structure in
brain evolution and that it has been subjected to
less genetic constraint.

Individual Differences in Brain and
Behavioral Development

Genes that specify the course of development
are defined by the genome of the species. There
is no genomic difference between individuals
of the same species, even when they are differ-
ent breeds or are from domesticated breeds (e.g.,
horses, cows, and dogs), or inbred strains (mouse,
rat, and drosophila). Exceptions may occur when
individuals lack a gene or set of genes or carry an
extra copy of a chromosomal segment. While all
individuals of one species have the same genome,
they do not have the same genotype; in other
words, individuals of the same species differ in
the alleles that the genes carry. The question
therefore is to establish whether the allelic forms
contribute to individual differences observed in
the rate of development. Do allelic forms belong
to the genes that determine the program of devel-
opment? Here again, it would be better to inves-
tigate the plasticity of the processes triggered by
the alleles rather than embark upon the nature—
nurture conflict.

Impaired Development in Genetic
Disorders

The genetic approach to the rate of development
is a long story. Our field of research started with
the comparison of intrapair similarities in mono-
zygotic (MZ) and dizygotic twins (DZ). Papousek
and Papousek (1983)) compared babies from MZ
and DZ twin pairs for social development. They
concluded that the steps of socialization were more
similar for MZ twins than for DZ twins (which
differed genetically as siblings). Wilson (1972)
reported that MZ twins developed quite similarly
from 3 to 72 months compared to DZ for the onset
of cognitive performances. Since these publica-
tions, a number of twin pairs have been observed
from birth to senescence, confirming the greater
similarity in MZ than in DZ twin pairs for psy-
chological development. Recent studies use twins
rather than siblings to detect genes associated with
complex traits using wide genome scan (Oliver &

Plomin, 2007).
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However, brain correlates of behavioral devel-
opment in these studies are not provided. Brain
characteristics could be obtained with brain imag-
ing techniques. Developmental disorders have been
reported in relation to chromosomal anomalies,
either an extra copy or a deletion. Therefore, by
establishing which genes are carried by the extra or
deleted chromosomal region, it should be possible
to link the developmental disorder to one of the
aberrant genes. The strategy is controversial because
of the nonspecificity of some developmental disor-
ders in the genetic diseases characterized by cogni-
tive impairment. It sometimes has been assumed
that developmental and cognitive disorders were
the result of some general brain dysfunction, but
this has been challenged by comparing neuropsy-
chological profiles. Hemizygous deletions of large
chromosomal fragments, 7q11.23 in Williams—
Beuren (Mervis & Klein-Tasman, 2000) and 22q11
deletion syndromes (Swillen et al., 1997; De Smedt
et al.,, 2007) are associated with distinct profiles
of cognitive dysfunction typical of each syndrome
(Carlier & Ayoun, 2007). The mean cognitive level
is higher in patients with 22ql1 deletion than in
Williams—Beuren syndrome and the psychotic dis-
orders that are frequent in 22q.11 syndrome are
rarely seen in Williams—Beuren syndrome. Trisomy
21 (TRS21), caused by an extra copy of all or part
of chromosome 21, presents a neuropsychological
profile that is different from the Williams—Beuren
profile (see Vicari, 2006 for a general review). The
development of laterality differs in patients with
Williams—Beuren syndrome and TRS21 (Carlier et
al., 2006, Gérard-Desplanches etal., 2006). Several
phenotypes are known to be the result of trisomies
affecting only one gene. Recent investigations of
gene—brain—behavior relationships have led to con-
siderable advances in the understanding of TRS21
and could be used as a model for other chromo-
somal anomalies. Genetic analysis of abnormal
behavioral development appears to be useful for
characterizing the functions of allelic forms. More
than 1,400 genes have been identified as playing a
role in brain impairment. By drawing up a develop-
mental profile of a given gene, we should produce
a more accurate description of the function of the
gene in question.

Animal models of development, and mouse
models in particular, operate with two technologies:
(1) the gene-to-phenotype approach (transgenics,
gene targeting, spontaneous mutants) and (2) the
trait-to-genes approach (wide genome scan). In
experiments on mice, several mutants have been



tested (Anagnostopoulos, Mobraaten, Sharp, &
Davisson, 2000) and they have shown overlap-
ping characteristics but also specificities (Noél,
1989; Marzetta & Nash, 1979, Cripps & Nash,
1983; Mikuni & Nash, 1979) for a battery of sen-
sorial and motor tests (adapted from Fox, 1965).
Mice carrying extra copies of HAS21 contigu-
ous fragments, encompassing the genes of the
D21S17-ETS2 region (previously referred to as
“Down syndrome critical region 17), display spe-
cific profiles of sensory and motor development.
The extra copies of the three regions do not alter
development, whereas three copies of a region
encompassing DyrklA gene delay sensorial and
motor development (Roubertoux et al., 2006). The
cross-transfer of mitochondrial DNA in congenic
strains of mice also had an impact on the sensory
and motor development that interacted with the
nuclear genes (Roubertoux et al., 2003).

Two exhaustive genome scans were performed
to measure sensory and motor development in the
mouse. The first used the recombinant inbred strain
strategy (Roubertoux, Semal, & Ragueneau, 1985)
and the second a screening of an intercrossed gener-
ation of two strains of mice with a significant differ-
ence in the rate of preweaning development (from
birth to 20 days). A number of observations can be
made on the basis of the findings (Figure 4.5).

1. A factor analysis showed no general develop-
ment factor and the wide genome scan showed no
general genetic development factor.

2. No link could be detected between one chro-
mosomal region and most of the sensory and motor
development indices common to the loci mapped.
Some regions showed links to several indices: eye-
lid opening, body weight at day 10 and at day 30
in males, and the age of appearance of the right-
ing response were all on the same region of chro-
mosome 5; body weight at days 15 and day 30 in
females and forepaw grasping were on the same
chromosomal fragment on chromosome 2. The
confidence interval of each potential locus is large
and it is impossible to conclude that two loci with
overlapping confidence intervals are the same.

3. The same observation applies to the can-
didate genes of these putative genes. Some genes
involved in the program of development of the
species are close to the loci linked to sensory and
motor development. Are they the same genes? The
confidence interval is too large to confirm or refute
the hypothesis. The use of mutants in drosophila
has shown that some transcription factor such as

Prospero may modify adult behavior (Grosjean,
Guenin, Bardet, & Ferveur, 2007). The bsx homeo-
box factor contributes to motor behavior and food
consumption after complex metabolic pathways
(Sakkou et al., 2007).

4. Most development indices are linked to sev-
eral regions.

5. Most of the linkages here contributed to a
small percentage of the variance, which was never
greater than 15% of total variance. As genetic var-
iance was higher, the undetected loci account for a
very small percentage of the variance. This suggests
that the number of loci involved was high.

6. In several cases, the allelic forms at two loci
interact.

7. 'The linkage changes when the polymorphism
changes; the alleles linked with the traits are not
necessarily the same in different populations. The
locus contributing to age at disappearance of root-
ing response that was the first identified gene for a
behavioral trait (Roubertoux, Bauman, Ragueneau,
& Semal, 1987) has a major effect on a C57Bl/6by
x Balbc/by background and a minor effect in epis-
tasis with other locus on a NZB/BIN] x C57Bl/6by
background.

The main difficulty with the wide genome scan
is the size of the confidence interval, which limits
possibilities for performing fine linkage mapping,.
Several solutions have been proposed to reduce the
confidence interval (Darvasi & Soller, 1995).

Plasticity of the Effects of Genes Involved in
Development: Epigenetic Factors

In all cases, the role of genes must be argued in
a deterministic framework (Roubertoux & Carlier,
2007). Many molecular events can occur in the
course of epigenesis, which is defined as the gap
between the DNA template and the functional pro-
tein. One class of events is how RNA is spliced to
generate mature transcripts. Introns but not exons
can be spliced, which is called constitutive splicing.
Or one to several exons can be eliminated as the
flanking introns are spliced, which is called alter-
native splicing. Alternative splicing factors recently
studied in the mouse, the fruit fly, and the nematode
shed light on the way alternative splicing contributes
to the plasticity of the transcription factor genes.

Several studies of brain development, pervasive
developmental disorders, and cognitive impairment
have shown that alternative splicing plays a crucial
role in the molecular regulation of the brain (see,
among others, Hyman, 2000 for autism or Yu et
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al., 2000 for Alzheimer disease). In simple terms, an
alternative splicing protein binds to either an exonic
cluster, blocking exon inclusion, or an intronic clus-
ter, enhancing exon inclusion (Ule et al., 2000).
Alternative splicing thus appears to breach the “one
gene—one protein” law. Each gene contains several
exons. The loss of one exon creates a new form of
RNA and the combination of several lost exons
can generate a large set of spliced RNA for a single
gene. The drosophila Dscam gene (Down syndrome
cell adhesion molecule) encodes an axon guidance
receptor that can express 38,016 splicing RNAs and
38,016 functions (Schmucker et al., 2000). This is
three times the size of the drosophila genome that
encompasses some 13,000 genes.

The characteristics of alternative splicing alone
can explain its potentially substantial contribution
to the plasticity of genes: (1) Individual differences
in splicing frequency in organ territories may be
the result of allelic forms of the gene encoding the
splicing factor. (2) The splicing effect is amplified
by the high number of receptors, e.g., postsynap-
tic tissue encompasses 6,000 acetylcholine recep-
tors per pm?. The splicing effects may be diverse,
as splicing events do not occur the same way in the
different receptors.

Plasticity of the Effects of Genes Involved
in Development: Maternal Factors

Maternal factor means the phenotype of the
progeny derives more from the mother’s character-
istics than from the father’s. Several components
contribute to maternal effects; two are related to
genetic mechanisms (nuclear genomic imprinting
and mitochondrial DNA transmission) and three
are environmental (cytoplasmic, uterine and post-
natal). The uterine source of variation covers the
effects mediated by the genotype of the mother
and all environmental events affecting the embryo.
The postnatal maternal source of variation includes
pup care and the biochemical characteristics of the
milk. It is difficult to distinguish the contribution
of each source of variation and the respective effects
on the genes.

All sources of variation coming from the mother
interact with the genotypes and modulate the effect
of the allelic forms. We have known for a long time
(Mistretta & Bradley, 1975) that the human fetus
presents elaborated forms of sensitivity and behav-
ior and that he/she can react to external events.
Behavior, sensitivity, and reactions to events may
depend on the genotype of the fetus. The treat-
ments to which the fetus is subjected may also vary
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according to his/her genotype. We demonstrated
that cryo preservation in mice may modify the rate
of sensorial and motor development. The size and
the direction of the effect depend on the genotype
of the embryos that were cryopreserved (Dulioust
etal.,, 1995). Wahlsten (1982) observed that the size
of corpus callosum was reduced when the pups were
carried by a lactating mother. The reduction of the
corpus callosum was observed in Balb-c mice.

Several experimental designs have been used to
test the impact of the components of the maternal
environment, either in addition to or in interaction
with the genotype (Carlier, Nosten-Bertrand, &
Michard-Vahnée, 1992). The use of adoption and
ovary transplantation or embryo transfer in experi-
ments can help identify the effect of one compo-
nent and its interaction with others or with the
genotype. This strategy has been used to study anx-
iety, maternal behavior, and attack behavior, but
has only been used once to investigate the origin of
individual differences in sensory and motor devel-
opment. The following conclusions were obtained
from a study designed with ovary transplantation
and adoption. The findings from the first study
were similar to the first conclusion drawn from
wide genome scan, i.e., that there is no general
environmental factor. The uterine and postnatal
environments can have effects, but these effects can
be in opposing directions (Carlier, Roubertoux,
& Cohen-Salmon, 1983; Nosten & Roubertoux,
1988; Nosten, 1989; see Roubertoux, Nosten-
Bertrand, & Carlier, 1990; Carlier, Roubertoux, &
Wahlsten, 1999, for reviews). The effect of an envi-
ronmental component is neither good nor bad as
there is no good or bad genotype. A source of vari-
ation will accelerate development for one genotype
and slow down the rate of development for another
or vice versa. A source of uterine variation will
accelerate or slow down sensory and motor devel-
opment for one postnatal environment, but not for
another. Things appear more complex. When com-
ponents in the postnatal maternal environment are
taken into consideration. Maternal care and the
biochemical constituents of milk affect the rate of
development in an interactive manner (as shown by
multiple regression analysis).

Uterine Component in Humans: The
Chorion Effect

Experimental designs available for rodents, and
mice in particular, cannot be applied to the human
species. The adoption method alone cannot disen-
tangle the genetic and the prenatal environmental



contributions. Characteristics at birth are the result
of both genotype and maternal factors (genetic and
uterine). Any investigation of sources of variation
should focus on naturally occurring situations.

Twin pregnancies offer possibilities for testing
prenatal effects on the development of biological
and behavioral traits. For almost 100 years, twin
studies have been used to assess the contribution of
the additive genetic effect (heritability), shared or
common family environmental effects, and unique,
individual-specific within-family ~environmental
effects (Neale & Cardon, 1992). To interpret such
quantitative estimates of variance components, a
number of postulates have to be accepted or rejected.
The most popular hypothesis is the so-called “equal
environment assumption,” i.e., “that monozygotic
(MZ) and dizygotic (DZ) twins experience equally
correlated environments” (Eaves, Foley, & Silberg,
2003). Most authors testing this postulate have
focused on postnatal environmental variables, but
some teams have conducted research on prenatal
effects on the development of biological and behav-
joral traits.

Twins occupy the same uterus, but do not always
experience the same prenatal environmental events.
Placentation (or chorionicity) is related to zygosity
and four rules apply (Machin, 2001).

1. Unlike-sexed twins are DZ (with some
exceptions, i.e., in a pair of MZ twins, one twin is
a male 46,XY and the other is a female 45,X with
Turner syndrome). Monochorionic (MC) twins are
MZ with very rare exceptions. Souter et al. (2003)
reported the case of MC DZ twins and speculated
on the embryological events producing this MC
placentation. The twins were conceived by in vitro
fertilization without intracytoplasmic sperm injec-
tion, and the trophoblasts from the two embryos
might have fused before implantation. After this
paper was published, other investigators reported
cases of MC DZ twins (see Chan, Mannino,
& Benirschke, 2007 for a review) conceived by in
vitro fertilization.

2. Same-sexed dichorionic (DC) twins may be
MZ or DZ.

3. DZ twins are DC in almost all cases.

4. MZ twins are MC or DC but approximately
two-thirds of MZ placentas are MC.

The type of placentation is determined by the
timing of the zygotic division: if the split occurs
within the first 3 days of development, MZ twins
are DC diamniotic; if the split occurs between days
4 and 7, the two embryos share the same chorion

but have two separate amnions (monochorionic
diamniotic twins); when the split occurs even later,
the two embryos share both membranes (mono-
chorionic monoamniotic twins).

Special complications have been reported to affect
MC twins more than DC twins: preterm birth,
lower birth weight, fetal entanglement of umbilical
cords, fetal thrombosis, neurological impairment,
and twin—twin transfusion syndrome. Prenatal and
perinatal mortality is higher for MC twins than for
DC twins. For example, a population-based, ret-
rospective cohort study was conducted of all twin
deliveries in Nova Scotia, Canada, from 1988 to
1997 (Dubé¢, Dodds, & Armson, 2002). Perinatal
death was defined as the death of a fetus with a
weight > 500 g or death of a live-born infant before
28 days of age. Of the 1,008 twin pregnancies ana-
lyzed, the rate of perinatal mortality of one or both
twins, adjusted for maternal age, small size for ges-
tational age, and major anomalies, was significantly
higher for MC MZ twins compared to DC DZ
twins (relative risk, 2.5; 95% CI, 1.1-2.5).

Placental differences in twins are well known
to researchers studying twins, but unfortunately
the information on the number of chorions is not
always available or is incorrectly diagnosed at birth.
Derom, Derom, Loos, Jacobs, and Vlietinck (2003)
reported that retrospective determination of chorion
type with a simple questionnaire filled out by par-
ents was unreliable. We confirmed their conclusion
(Carlier & Spitz, 2004), finding it was impossible to
obtain valid retrospective information from parents.
Reed and coauthors attempted to find other criteria
for a posteriori classification of MZ twins as MC or
DC. Reed, Uchida, Norton, and Christian (1978)
reported that, in MZ twins, within-pair differences
for a number of dermatoglyphic traits correlated to
the placental type and used the data to calculate an
index score discriminating between the two groups
of MZ according to the chorion type. Unfortunately
a cross-validation study with new twin samples of
known chorionicity concluded that the mean score
of the index differed between MC MZ and DC MZ,
but that the size of the difference was too small to
make any accurate classification of the type of cho-
rion (Reed, Spitz, Vacher-Lavenu, & Carlier, 1997).
It is therefore essential to have accurate informa-
tion from birth records. Methods used for analysis
included ultrasound examinations (although no def-
inite diagnosis can be based on ultrasound exami-
nation), macroscopic description of the placenta by
the obstetrician and/or midwife at the time of deliv-
ery, and, in cases of uncertainty, the pathologist’s
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examination of the placenta (see Derom, Bryan,
Derom, Keith, & Vlietinck, 2001 for details).
Tables 4.4 and 4.5 present a summary of data
on twins of known chorionicity. Repeated observa-
tions showed greater within-pair variability in the
birth weight of MC twins compared to DC twins.
A similar trend was found for tooth size. The pic-
ture is more complicated for psychological traits.
The chorion effect was significant for certain vari-
ables but in the opposite direction: within-pair var-
iance was greater in DC twins than in MC twins
in all cases but one. How can these differences be
explained? For birth weight, the interpretation is
obvious: MC twins often have common blood cir-
culation and a twin—twin transfusion imbalance
often occurs, producing a substantial difference in
weight. The embryological development of perma-
nent dentition begins at week 20 in utero and may

be disturbed by certain postnatal environmental
factors. The same explanation can be put forward
for the chorion-related effect on dermatoglyphics,
which are formed at approximately Week 20 in
utero. Race, Townsend, and Hughes (2006) have
suggested that the sharing of the chorion by MC
twins increases environmental stress and discor-
dance within pairs of MC twins.

Findings on behavioral traits showing within-
pair differences, which are greater in DC twins
compared to MC twins, are more puzzling. Some
hypotheses have been put forward (Jacobs et al.,
2001). As MC twins have shared blood circulation,
fetal programming could be more similar in MC
twins than in DC twins. In females, another source
of variation could be linked to the X-inactivation
patterns that often differ in DC twins but not
in MC twins (Monteiro et al., 1998). It could be

Table 4.4 Chorion Effect on Biological Variables and/or Anthropometry (Papers Arranged from the Younger

Twins to the Older)
Authors, year of Number of Variable Main Results®
publication twin pairs
Corey et al., 1979 118 MC Birth weight MC > DC
54 DC
Vlietinck et al., 1989 246 MC? Birth weight MC > DC
133 DC The chorion effect accounts for
12% of the variance
Loos et al., 2001 138 MCP Birth weight MC > DC
103 DC Adults: body mass and height ~ No effect
Race et al., 2006 14 MC Birth weight MC > DC
13 DC Permanent tooth-size MC > DC
variability
Corey et al., 1976 30 MC Cord blood cholesterol level DC > MC
22 DC
Melnick et al., 1980 117 MC Anterior fontanelle No chorion effect
56 DC development
Spitz et al., 1996 20 MC Birth weight MC > DC
24 DC 10 years: Weight MC > DC
height No effect
Body mass MC > DC
Gutknecht et al., 1999 16 MCs¢ 13 years: Weight MC > DC
22 DC height No effect
Body mass MC > DC
Reed et al., 1997 136 MC 8 dermatoglyphic variables MC pairs have a more positive
92 DC used in the calculation of an scores in the index
index score (in children or
adults)
Fagard etal., 2003 128 MCh Blood pressure No effect
96 DC Young adults

*MC > DC means that the within pair difference is larger in MC than DC.
"Sample was drawn from the East Flanders Prospective Twin Survey.

‘Longitudinal study.
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Table 4.5 Chorion Effects on Behavioral Traits (Papers Arranged from the Younger

Twins to the Older)
Authors, year of  Variables and test Number of MZ  Mean age Main results
publication used twin pairs
Riese, 1999 Temperament 48 MC neonates Not significant
29 DC
Welch et al., 1978 Cognition 20 MC 18 months Not significant
Bayley scales 12DC
Sokol etal., 1995 Cognition 23 MC 6 years Difference in 3/19 subtests DC >
McCarthy scales 21 DC MC in two cases, DC < MC in one
Personality case.
Inventory For the global scales: no difference
Difference in three scales and in
8/12 clinical scales: DC > MC
Melnick et al., WISC 23 MC 7 years DC>MConlIQ
1978 9 DC
Spitz et al.,, 1996;  WISC: vocabulary 20 MC 10 years DC > MC only on Bloc design
Carlier et al., and Block design 24 DC
1996 K-ABC
Laterality
WISC
Gutknecht etal.,  Test of figurative 16 MC 13 years DC >MC only on Perceptive
1999 reasoning 22 DC Organisation Index
DC > MC in visualisation score (1/4
scores)
Blekher et al., Eye saccadic 17 MC 13 years DC > MC for latency of saccades
1998 movements 16 DC
Jacobs et al,, 2001 WISC 175 MC Between 8 DC > MC on Vocabulary and
95 DC and 14 years  Arithmetic.
The chorion effect explains respec-
tively 14% and 10% of the variance
of these subtests.
Wichers et al., CBCL 202 MC Children Not significant
2002 125 DC
Roseetal., 1981  WAIS: vocabulary 17 MC Adults DC > MC on Block design
and block design 15 DC

sSample was drawn from the East Flanders Prospective Twin Survey.

WISC and WAIS: Wechsler intelligence scales for children and adults; K-ABC: Kaufman Intelligence Scale; CBCL: Child Behavior Check

List (measures behavioral and emotional problems).

also argued that some differences observed across
studies may be due to artifacts (e.g., small samples,
random statistical effects, or low power of the sta-
tistical test) and that further studies are needed to
gain a clearer picture.

Conclusions

Genetic techniques now offer opportunities to
identify genes and their functions. A survey of the
published literature shows a huge number of genes
reported as contributing to a great variety of pheno-
types. Four thousand genes are involved in mouse
behavior and the same number was found for brain

functions. These figures are obtained from available
knockout, transgenic, and spontaneous mutants (to
date, less than 3,000). The number of gene—phe-
notype links is greater than the 24,000 genes car-
ried by the genome. If we factor in the number of
gene—phenotype links that will be discovered when
knockout and transgenic mice are available for
the 21,000 genes remaining, the number of genes
needed will be more than 100,000. A solution to
this paradox has been suggested (Roubertoux &
Carlier, 2007): the hypothesis of strict correspon-
dence between each gene and each phenotype,
which was supported at the time the genome was
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sequenced, should be abandoned. This means that
one gene can have multiple functions. Several pro-
cesses are needed to achieve such a versatile, polyva-
lent state as alternative splicing, epistasis, cascades,
and, for the brain, neuronal integration. The genetic
“basis” of a phenotype is no longer the gene, but a
network of genetic events, a concept that means less
causality, with all the scientific, medical, and ethical
consequences that it may entail.
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CHAPTER

Programmed Cell Death During Nervous
5 System Development: Mechanisms,
Regulation, Functions, and Implications
for Neurobehavioral Ontogeny

Ronald W. Oppenheim, Carol Milligan, and Woong Sun

Abstract

During normal development of the nervous system of most species of vertebrate
and invertebrate animals, large numbers of immature neuronal and glial cells are
lost by a process of programmed cell death (PCD). PCD occurs by evolutionarily
conserved molecular and biochemical pathways that are regulated by the relative
activity of pro- and antiapoptotic genes. The decision to live or die is often
determined by the availability of survival-promoting neurotrophic factors that
act via receptor-mediated signaling pathways. Neuronal activity also plays a role
in modulating neuronal survival. The PCD of neurons serves a variety of adaptive
functions that are involved in the nervous system development and organization.
Finally, pathological cell death may be involved in the dysfunction resulting from
injury and in neurodegenerative diseases.

Keywords: PCD, cell death, nervous system, neuronal cells, glial cells,
proapoptotic genes, antiapoptotic genes, receptor-mediated signaling,

dysfunction

Introduction

During embryonic, fetal, larval, and early
postnatal development of many invertebrate and
vertebrate species, there is a loss of many mitotic
and postmitotic undifferentiated and differenti-
ating cells (precursors, immature neurons and
glia) in the central nervous system (CNS) and
peripheral nervous system (PNS). This cell loss
is a normal part of development and it occurs by
a metabolically active, biochemically regulated
process known as programmed cell death (PCD).
Developmental PCD is defined as the spatially
and temporally reproducible, tissue- and species-
specific loss of cells. PCD in the nervous system
serves diverse functions, is required for normal
development, and its perturbation can result in
pathology. Although developmental PCD in the

nervous system is primarily restricted to prenatal
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and early postnatal stages, a major exception
involves the CNS regions in which adult neu-
rogenesis occurs. Newly generated adult cells
are subject to many of the same major steps of
differentiation as embryonically generated cells,
including the PCD of a significant proportion
of the originally generated cells. For this reason,
we also include here a discussion of the PCD of
adult-generated neurons.

In view of the diverse functions subserved by
PCD in the nervous system (section on “Adaptive
Functions of PCD in the Nervous System”), it
is not surprising that perturbations of normally
occurring PCD can result in a variety of abnormal
conditions that directly or indirectly affect nervous
system organization and function (neurobehavioral
ontogeny). Because the survival of developing and
adult-generated neurons can often be regulated by



synaptic activity arising from endogenous sources
as well as from environmental stimuli via sensory
receptors, there are reciprocal influences by which
PCD can affect function and in which function
can influence PCD. It is this interaction that is the
basis for the important role of PCD in neurobehav-
ioral ontogeny.

History

The occurrence of developmental PCD in
nonnervous tissues was first reported in the mid-
nineteenth century (Clarke & Clarke, 1996) and
neuronal PCD was discovered in the 1890s (Clarke,
1990). However, it was not until the middle of the
twentieth century that the occurrence and sig-
nificance of PCD in the nervous system was first
appreciated by embryologists (Hamburger, 1992;
Oppenheim, 1981a). In a series of seminal papers
by Viktor Hamburger and Rita Levi-Montalcini
in the 1930s, 1940s, and 1950s (Cowan, 2001;
Oppenheim, 1981a, 2001) it was shown that sen-
sory and motor neurons in the spinal cord of the
chick embryo are generated in excess during neu-
rogenesis followed by the PCD of approximately
one-half of the original population. This period of
cell loss was found to occur as sensory and motor
neurons were establishing synaptic connections
with their peripheral synaptic targets (Figure
5.1). In a conceptual tour de force, Hamburger
and Levi-Montalcini proposed that developing
neurons compete for limiting amounts of target-
derived, survival-promoting signals (the winners
survive and losers are eliminated by PCD). In
this way, neurons are thought to optimize their
innervation of targets (e.g., motoneuron—muscle
synapses) by a process known as systems-match-
ing. It was this conceptual framework that led to
the discovery of the first target-derived survival
factor, the neurotrophic molecule nerve growth
factor (NGF), and to the formulation of the neu-
rotrophic theory or hypothesis, which has fostered
progress in this field for over 60 years. According
to the neurotrophic theory, neurons that com-
pete successfully for neurotrophic factors (NTFs)
avoid PCD by receptor-mediated activation of sur-
vival-promoting intracellular molecular-genetic
programs. The discovery of molecular-genetic pro-
grams in the 1980s and 1990s that regulate both
the survival and death of developing cells (first
observed in the nematode worm, Caenorhabditis
elegans, and subsequently in vertebrates and mam-
mals [Horvitz, 2003]) revolutionized the study of
developmental PCD, resulting in the publication

of thousands of papers in the last 15 years, which
has led to enormous progress in our understanding
of the biochemical, molecular, and genetic regula-
tion of PCD.

Evolution

The occurrence of massive PCD during nor-
mal development is, on the face of it, counterintu-
itive in that embryogenesis is generally considered
to be a progressive growth process. However, it
is now appreciated that regressive events are also
normally required for many aspects of early devel-
opment (Oppenheim, 1981a, 1981b). The death
of occasional cells during development is to be
expected in biological systems in which accidental
or genetically mediated deleterious events may be
lethal to individual cells. However, the stereotyp-
ical death of large numbers of developing cells in
all members of a species, as occurs in many cases
of PCD in the nervous system, cannot be easily
explained in this way. Accordingly, this raises two
fundamental questions regarding the evolution of
this type of PCD: (1) Because PCD occurs by a
metabolically active, genetically regulated pro-
cess, how and why did the molecular mechanisms
involved arise during evolution? (2) What are the
adaptive reasons for massive developmental PCD
in the nervous system? An attempt to answer the
second question will be addressed in the section
on “Adaptive Functions of PCD in the Nervous
System.”

With regard to the first question, the loss of
cells by PCD was until relatively recently believed
to have arisen concomitant with multicellularity
in plants and animals as a defense mechanism
for eliminating damaged or abnormal cells that
threatened the survival of the whole organism
(Brodersen et al., 2002; Umansky, 1982; Vaux,
Haecker, & Strasser, 1994). According to this sce-
nario, death-promoting mechanisms arose in host
cells to defend against viral infection and, at the
same time, viruses evolved survival-promoting
mechanisms to block the host defenses (Ameisen,
2004). This is not only a reasonable explanation
for why PCD evolved but may also explain the
origin of the specific genetic mechanisms mediat-
ing cellular death and survival (such as pro- and
antiapoptotic pathways).

However, PCD has now been identified in sev-
eral species of unicellular eukaryotes including
yeast as well as in prokaryotes, including several
species of bacteria that emerged several billion
years ago and are one of the oldest forms of life
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Figure 5.1 Schematic illustration of some key steps in neuronal development. Neurons undergoing PCD (@) are observed

during neurogenesis in the ventricular zone, during migration, and while establishing synaptic contacts.

‘9 Schwann cells in developing nerves also undergo PCD. (*) represents peripheral glial (Schwann) cells; @) represents

surviving, differentiating neurons (motoneurons) whose targets are skeletal muscles.

on earth (Ameisen, 2004). When considered in
the context of PCD in metazoans, in which the
loss of individual cells is a plausible adaptive strat-
egy for the survival of the whole organism, PCD
in unicellular protozoa and prokaryotes seems
evolutionarily counterintuitive in that it appears
analogous to the maladaptive death of individ-
ual multicellular animals. One solution to this

apparent dilemma that has been suggested is that
PCD in these organisms is altruistic (Ameisen,
2004; Frohlich & Madeo, 2000; Lewis, 2000).
Unicellular organisms often live in colonies or
communities composed of genetic clones in which
the death of some individuals and the survival of
others may, in fact, be adaptive. For example, in
the face of limited resources (e.g., nutrients), the

78 PROGRAMMED CELL DEATH DURING NERVOUS SYSTEM DEVELOPMENT



PCD of some members of the colony may enhance
the survival of others.

Mechanisms and Regulation
Programmed Cell Death by Autonomous
Versus Conditional Specification

The type of PCD of neurons studied by
Hamburger and Levi-Montalcini in which cell
death occurs as neurons establish synaptic connec-
tions is a classic example of the conditional specifi-
cation of cell fate during development (Figure 5.2).
Developmental biologists have identified two pri-
mary kinds of pathways that cells use for specify-
ing their differentiated fate or phenotype (Gilberrt,
2003). One, autonomous specification, involves the
differential segregation of cytoplasmic signals into
daughter cells following mitosis (Table 5.1). In this
way, the cells become different from one another
by the presence or absence of these cytoplasmic
signals with little, if any, contribution of signals
from neighboring cells. The other pathway, condi-
tional specification, requires signals from other cells
(cell—cell interactions) to progressively restrict dif-
ferentiation and determine whether a cell lives or
dies (Figure 5.2). These cell—cell interactions can
be of four types: (1) juxtacrine (direct cell-cell
or cell-matrix contact); (2) autocrine (a secreted
signal acts back on the same cell from which the

®©-®@—g

A Autonomous specification

@@

” v\
B Conditional specification

J

@@ .@

34

?

Figure 5.2 Two major ways by which developing cells
diversify to attain distinct phenotypes. The dots in A
represent cytoplasmic determinants (e.g., mRNAs) that
are differentially allotted to daughter cells during mitosis
(see text and Table 5.1). Copyright 2002, Garland Science.

signal arose); (3) paracrine (a secreted diffusible
signal from one cell that acts locally on a differ-
ent cell type; and (4) endocrine (signaling via the
bloodstream). In the developing vertebrate ner-
vous system, neuronal and glial survival is largely
dependent on conditional specification involving
paracrine interactions that utilize NTFs. A third
type of specification, syncytial specification is most
characteristic of insects and combines aspects of
autonomous and conditional specification (Table
5.1; Gilbert, 2003).

For neurons, the most commonly used NTFs
are members of three major gene families: (1)
neurotrophins (NGF, BDNF, NT-3, NT-4); (2)
glial cell line—derived NTFs (GDNF, neurturin,
persephin, artemin); and (3) ciliary-derived NTFs
(CNTF, CT-1, CLC-CLF). The individual mem-
bers of each family act preferentially on specific
types of neurons via distinct membrane-bound
receptors (Oppenheim & Johnson, 2003). By con-
trast, the survival of glial cells depends on different
families of trophic factors such as neuregulins and
insulin-like growth factors (Jessen & Mirsky, 2005;
Winseck, Caldero, Ciutat, Prevette, & Scott, 2002;
Winseck & Oppenheim, 2006). Neurons and glial
cells utilize paracrine signaling to promote survival
by ligand—receptor interactions. However, as dis-
cussed below, there are some situations in which
paracrine signals can activate receptors that induce
the PCD of neurons and glia (i.e., death receptor
PCD).

Molecular Regulation of Programmed
Cell Death and Survival by Neurotrophic
Factors

Neuronal survival and death during devel-
opment is regulated by extracellular signals that
include trophic factors and extracellular matrix
proteins (Davies, 2003). The dependence of neu-
rons on NTFs for survival intuitively leads to
the conclusion that inactivation of NTF recep-
tors, and the signal transduction pathways asso-
ciated with them, leads to activation of cell death
events (Figure 5.3; Biswas & Greene, 2002;
Brunet, Datta, & Greenberg, 2001; Fukunaga &
Miyamoto 1998; Grewal, York, & Stork, 1999;
Hetman & Zia, 2000). Many trophic factors
interact with receptors that have intrinsic tyrosine
kinase activity. This has been best studied with
neurotrophins and their receptors, notably the
Trk receptors and p75 (see Sofroneiw, Howe, &
Mobley, 2001). Tyrosine kinase activation of the
Trk receptors and other trophic factor receptors
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Table 5.1 Modes of Cell Type Specification and Their Characteristics

1. Autonomous specification
¢ Characteristic of most invertebrates

e Specification by differential acquisition of certain cytoplasmic molecules present in the egg

e Invariant cleavages produce the same lineages in each embryo of the species. Blastomere fates are generally

invariant

¢ Cell type specification precedes any large-scale embryonic cell migration

* Produces “mosaic” development: cells cannot change fate if a blastomere is lost

1. Conditional specification

e Characteristic of all vertebrates and some invertebrates

e Specification by interactions between cells. Relative positions are important

* Variable cleavages produce no invariant fate assignments to cells

* Massive cell rearrangements and migrations precede or accompany speciﬁcation

e Capacity for “regulative” development: allows cells to acquire different functions

111, Syncytial specification

¢ Characteristic of most insect classes

* Specification of body regions by interactions between cytoplasmic regions prior to cellularization of the

blastoderm

* Variable cleavage produces no rigid cell fates for particular nuclei

e After cellularization, conditional specification is most often seen

Copyright 2003, Sinauer Associates, Inc. Reprinted with permission.

results in activation of associated signal transduc-
tion pathways such as PLCy, PI3K, PKA, PKB/
Akt, PKC, and MAPK. Activation of these path-
ways has been associated with neuronal growth,
differentiation, and migration events. Additionally,
many of these pathways are also associated with
changes in expression, location, or activation of
cellular components associated with cell death.
For example, Akt, a substrate of PI3-K has been
reported to phosphorylate Bad, promoting its
association with 14-3-3 and preventing inactiva-
tion of Bcl-2 and Bclx (Datta et al., 2000). Gsk-3b
phosphorylates and inactivates Bax, whereas serine
phosphorylation of Bad and Bcl-2 has been associ-
ated with activation of PI3K/Akt, ERK1/2, PKC,
or PKA (Biswas & Greene 2002; Datta et al.,
1997; del Peso, Gonzalez-Garcia, Page, Herrera, &
Nunez, 1997; Harada et al., 1999; Jin, Mao, Zhu,
& Greenberg, 2002). The survival-promoting
activity of phosphorylated Bcl-2, however, is con-
troversial, on the one hand being associated with
motoneuron survival, whereas on the other hand,
in neurons treated with microtubule destabilizing
agents, it appears to promote death (Figueroa-
Masot, Hetman, Higgins, Kokot, & Xia, 2001;
Hadler et al., 1995 ; Newbern, Taylor, Robinson,
& Milligan, 2005). The c-jun N-terminal kinase
(JNK) pathway is reported to exhibit increased
activity in neurons triggered to die. The activa-
tion of one of its substrates, c-jun, is also thought

to play a role in mediating neuronal death (Sun
et al., 2005). For example, JNK activation of
BH-3 proteins, Bim, and DP5, regulation of the
release of Smac from mitochondria, and a JNK-
p53-Bax pathway appear to be critical for death
in specific cell types (Becker, Howell, Kodama,
Barker, & Bonni, 2004; Chauhan et al., 2003;
Deng et al., 2001; Donovan, Becker, Konishi,
& Bonni, 2002; Gupta, Campbell, Derijard,
& Davis, 1995; Harris & Johnson, 2001; Lei &
Davis, 2003; Maundrell et al., 1997; Putcha et al.,
2003; Sunayama, Tsuruta, Masuyama, & Gotoh,
2005; Tournier et al., 2000; Yamamoto, Ichijo, &
Korsmeyer, 1999). Nonetheless, the JNK pathway
has also been reported to be a critical mediator
of survival-promoting events such as neurite out-
growth (Kuan et al., 1999; Sabapathy et al., 1999).
These findings suggest that the JNK pathways
may have a dual role in promoting both survival
and death depending on changes in intracellular
localization and specific activation or inactivation
of individual isoforms and/or specific substrates
(Waetzig & Herdegen, 2005).

The role of the p75 NGF receptor in promot-
ing neuronal survival or death is also controversial.
For example, complexes of p75 and sortilin appear
to promote the binding of the proneurotrophins,
resulting in the survival of neurons (Bronfman &
Fainzilber, 2004; Hempstead, 2006). Activation
of p75 in the absence of Trk activation has most
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Figure 5.3 Signals to die. Changes in signal transduction pathways, activation of receptors containing a DD, or changes in
intracellular calcium concentrations have been identified as events that can lead to activation of cell death—specific events.

Loss of trophic support results in decreased activation of the phosphatidylinositol-3 kinase (PI3-K) thereby releasing inhibitory
factors linked to this pathway. Alternatively, increases in intracellular calcium concentrations, activation of the Fas receptor, and/
or increased c-jun terminal kinase activation are associated with the mitochondrial changes and caspase activation that occurs in

cell death.

notably been associated with the death of neurons,
but this appears to be developmentally regulated.
The precise mechanism by which p75 promotes
death is unclear. However, p75 is a member of the
tumor necrosis factor receptor family, and another
member of this family better known for its death-
promoting activity is Fas/CD95 (see Wallach et al.,
1999 for review). Engagement of Fas by Fas ligand
leads to the activation of caspase 8. This event is
dependent on the formation of a death-inducing
signaling complex (DISC) (Peter & Krammer,
2003). Homotrimerization is the first step in this
process. Engagement of Fas by its ligand can only
occur when it is homotrimerized. This family
of receptors is characterized by the presence of a
death domain (DD) on the cytoplasmic region of
the receptors. The Fas-associated death domain—
containing protein (FADD) can then bind to Fas.
In addition to the DD, FADD also contains a
death effector domain (DED). Procaspase 8 binds
to the DED. The autolytic nature of caspases leads
to active capsase 8 that can then go on to directly

RONALD W. OPPENHEIM, CAROL MILLIGAN, AND WOONG SUN

activate caspase 3 (in type 1 cells, e.g., thymocytes)
or cleave Bid, leading to changes at the mitochon-
dria (in type 2 cells, e.g., hepatocytes and neurons)
and cell death.

Intracellular Regulation of Cell Death

Many of the intracellular mechanisms mediat-
ing neuronal cell death were investigated following
initial work that suggested that new gene expression
was required for the process. Horvitz and cowork-
ers provided some of the first evidence that there
was indeed a genetic component of PCD from their
work in the 1980s with the free living nematode
C. elegans, although it was two decades later that
the significance of this work was fully appreciated
(Figure 5.4; Horvitz, 2003; Lettre & Hengartner,
20006). As these genes were identified, the sequence
of events leading to the death of cells was pieced
together.

The presence of Bcl-2 family proteins appears
critical for mediating survival or death of nervous

system cells (Akhtar, Ness, & Roth, 2004; Soane
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Figure 5.4 Many of the key regulators of cell death are evolutionarily conserved. Many of the genes for these proteins were

initially identified through genetic mutations in the free living nematode (bold type), with homologs later being identified in

Drosophila and mammals (italics). Genes that mediate interactions between dying and engulfing cells are depicted as extending

across the cell membrane.

& Fiskum, 2005). During development, Bcl-2
expression is correlated with neuronal survival.
With continued maturation and development,
this expression declines, whereas Bcl-x expres-
sion increases. The specific mechanisms respon-
sible for this change in expression are currently
not known. On the other hand, the expression of
pro-death Bcl-2 family proteins such as Bid or Bax
appears to be consistent throughout development,
whereas the intracellular localization of these pro-
teins appears to change in cells undergoing death.
In healthy cells, Bax is localized more in the cyto-
plasm whereas in dying cells, the majority of Bax
localizes to organelle membranes, including the
mitochondria. The localization of Bax to the mito-
chondria corresponds to the release of cytochrome
¢ into the cytoplasm. Once in the cytoplasm, cyto-
chrome ¢ binds Apaf-1, causing a conformational
change in Apaf-1 to reveal a caspase recruitment
domain (CARD) (Adams & Cory, 2002). In the
presence of adenosine triphosphate (ATP), a hep-
tamer of the cytochrome c/Apaf-l complex is
formed. Procaspase 9 has a high affinity for the
CARD and localizes to the heptamer. This com-
plex is referred to as the apoptosome. With the
increased local concentration of procaspase 9, the
autolytic property of caspases leads to the gener-
ation of active caspase 9. As an initiator caspase,
active caspase 9 can cleave procaspase 3, result-
ing in the active form of this protease (reviewed
in Danial & Korsmeyer, 2004; Yuan, Lipinski, &
Degterev, 2003; Figure 5.5). The activation, inac-
tivation, or destruction of specific cytoplasmic and
nuclear substrates significantly contributes to the
rapid degeneration of the cell (Fischer, Janicke, &
Schulze-Osthoff, 2003). Caspase activity leads to

activation of endonucleases that may play a role
in the changes in nuclear morphologies that are
observed in may cell types.

The caspase-dependent cell death pathway out-
lined above is often referred to as “apoptotic” death
and occurs in neurons in response to numerous stim-
uli, including loss of trophic support. Nonetheless,
inhibition or elimination of caspases often results
in only a delay in neuronal death followed by death
by a caspase-independent pathway (Milligan et al.,
1995a; Oppenheim et al., 2001a, 2001b, 2008).
This alternative death pathway may also rely on
mitochondrial changes and appears to be depen-
dent on BH3 proteins and/or Bax. These changes
at the mitochondria can cause energy depletion or
generation of free radicals, both leading to cellu-
lar dysfunction and death (Gorman, Ceccatelli,
& Orrenius, 2000). It is not clear if this pathway
occurs only when caspases are inhibited or occurs
in parallel but is overshadowed by caspase activa-
tion (reviewed in Stefanis, 2005). Another factor
thought to play a role in caspase-independent path-
ways is the apoptosis-inducing factor (AIF; Cregan
et al., 2002). AIF is normally present within the
mitochondria, but upon appropriate stimulation
is released and translocates to the nucleus where it
appears to be involved in chromatin condensation.
Nonetheless, AIF also appears to have a physiologi-
cal role in the mitochondria. It may serve as a scav-
enger of oxidative radicals and may play a role in
oxidative phosphorylation and maintenance of the
electron transport chain and mitochondrial struc-
ture (Cheung et al., 2006; Lipton & Bossy-Wetzel,
2002; Vahsen et al., 2004). Other molecules have
also been shown to be involved in regulating neuro-
nal death, and cell cycle molecules are most notable
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Figure 5.5 Many of the critical components of neuronal death and their apparent sequence of activation during development

are illustrated. The mitochondria release many regulators that can lead to death with or without caspase activation. Neurons

are considered “type 2” cells where Fas engagement results in minimal caspase 8 activation resulting in cleavage of Bid and its
subsequent movement to the mitochondria. The localization of Bax to the mitochondria appears to be a critical event in the death

of neurons.

(Freeman, Estus, & Johnson, 1994; Greene, Biswas,
& Liu, 2004). Nonetheless, as with many events
in cell death, their use appears to be cell-specific,
whereas cell cycle events mediate sensory neuron
death, but not motoneuron death (Taylor, Prevette,
Urioste, Oppenheim, & Milligan, 2003).

The removal of the dying cell is most likely just
as critical an event in the cell death process as any
of those discussed above (Figure 5.4). This event
can be accomplished by nonprofessional phago-
cytes (e.g., Schwann cells), but more often involves
dedicated phagocytes such as tissue macrophages
(microglia) or circulating monocytes (Mallat,
Marin-Teva, & Cheret, 2005). During early CNS
development, resident microglia are often not pre-
sent in large numbers among dying cell popula-
tions. Intuitively, some signal must be sent by the
dying cells to recruit the phagocytes into the area
(Milligan et al., 1995b). One such chemotactic fac-
tor has been identified in nonneuronal cells, and
interestingly, this factor is the phospholipid, lyso-
phosphatidylcholine (Lauber et al., 2003). Caspase
3 activation appears to be necessary for release of
this factor. Once the phagocytic cells are in the
region, they must be able to distinguish dying cells

from healthy cells (Savill, 1997; Savill & Fadok,
2000; Savill, Gregory, & Haslett, 2003). Changes
on the dying cell’s surface include revealing of
thrombospondin 1-binding sites and exposure of
phosphatidylserine, ATP-binding cassette (ABC-1)
molecules, and carbohydrate changes. The phago-
cyte in turn expresses the phosphatidylserine
receptor, as well as thrombospondin receptors that
recognize the thrombospondin bound to the bind-
ing site on the dying cell, lectins that bind to the
carbohydrate changes, and ABC-1 molecules that
bind to like molecules. Phagocytosis occurs only
when multiple changes are recognized, and this
phagocytosis is limited and does not result in mac-
rophage secretion of cytokines that would normally
induce an inflammatory or immune response if for-
eign antigens were phagocytosed.

Different Types of Neuronal Programmed
Cell Death

Many investigators studying cell death often rely
on the critical papers of Currie, Kerr, and Wyllie
(1980) to define and characterize the different types
of cell death. These investigators described in detail
two distinct morphological changes associated
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with cell death. An active process, apoptosis, was
characterized by specific morphological changes
that included condensation of nuclear chromatin,
shrinking of the cytoplasm, and a breaking up of
the cell into membrane bound particles (apoptotic
bodies) that were phagocytosed. Necrosis, on the
other hand, was characterized by a swelling of the
cytoplasm with eventual bursting of the cell. In this
case, intracellular components are spilled into the
extracellular space where they could initiate inflam-
matory and immune responses. However, electron
microscopic studies of the developing nervous sys-
tem indicated that often neuronal death cannot be
so easily defined by only these two modes of death
(Figure 5.6; Chu-Wang & Oppenheim, 1978;
Clarke, 1990; Pilar & Landmesser, 1976). During
the naturally occurring death of some neurons, ini-
tial changes in dying cells are observed in the cyto-
plasm where there is an increase in the diameter of
the cisternae of the rough endoplasmic reticulum
(RER). Mitochondrial swelling was also observed
although it was not clear if these changes occur in
the same cell. Nonetheless, during normal develop-
ment, initial changes are observed in the cytoplasm
with little nuclear alterations in dying cells. The cell
then appears to round up and break into fragments
that are phagocytosed. Although cytoplasmic cell
death appears to be more prominent during devel-
opment, nuclear or apoptotic death also occurs.

s I
Qe

Type 1 (nuclear)*
“apoptosis’

necrosis

A third type of death is autophagy, characterized
by the formation of numerous, membrane-bound
autophagic vacuoles. Nuclear changes may also
occur in this type of death.

It is important to note that all three types of
neuronal death appear to reflect a metabolically
active process. Accordingly, it would appear that
a homogeneous mode of suicide does not occur,
but rather processes leading to death appear to be
dependent on context, cell type, and development.
One example would be a neuronal population
undergoing apoptosis where nuclear condensa-
tion is a prominent feature but in which follow-
ing caspase inhibition or genetic deletion, the same
neuronal population undergoes a delayed, caspase-
independent death with major changes occurring
in the cytoplasm (Oppenheim et al., 2008).

Adaptive Functions of Programmed Cell
Death in the Nervous System
Background

PCD in the nervous system involves both neu-
rons and glia and occurs in the CNS and PNS of
diverse species (Buss, Sun, & Oppenheim, 2000).
Accordingly, it is not surprising that the diversity
of adaptive roles for PCD differ according to the
animal species, cell type, nervous system region,
and stage of development. A list of some of the
common reasons for PCD in the nervous system

Type 2*
(cytoplasmic)

Type 3*

(autophagy) 2

Figure 5.6 An illustration of necrotic death and the three most common types of PCD observed in the nervous system (see
Koliatsos & Ratan, 1999). One type (type 1) meets the criteria for apoptosis. Cells undergoing type 2 death show predominant
changes in the cytoplasm, with a swelling of the mitochondria and disruption of RNA and protein synthesis machinery. In type 3

death, the appearance of lysosomes is most prominent. Types 1-3 are observed in PCD, and the corpses are removed by phago-

cytes. Necrosis often occurs as a result of direct injury and can result in inflammation.
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is provided in Table 5.2. There is a growing con-
sensus that once the genetic mechanisms evolved
for regulating cell death and survival, they could
then be co-opted to subserve many different events
during development. According to this view, it is
not necessary to postulate that each instance of
developmental PCD was independently selected.
Rather, it seems much more likely that once the
pro- and anti-PCD genetic machinery was in place,
then excess cells could be deleted or retained using
so-called “social” controls (Raff, 1992) involv-
ing evolutionarily conserved cell—cell interactions
(e.g., trophic factor signaling) that may have been
selected for reasons other than the control of cell
death (Amiesen, 2004; Jaaro, Beck, Conticello, &
Fainzilber, 2001), but that were co-opted in the ser-
vice of PCD.

In considering the possible adaptive functions
of PCD in this chapter, we define the term “adap-
tive” as a specific event or a process that increases
fitness by enhancing the survival of individuals
who exhibit the adaptation. Adaptations in this
Darwinian sense arise from selection upon genetic
variation (mutations). However, we also include in
our definition adaptation as an intuitive functional
statement about an efficient way of doing some-
thing independent of any inferences about its spe-
cific origin during evolution. Admittedly, there is a

danger in assuming that all developmental events
are adaptive and the result of gene mutations and
natural selection versus being epiphenomenal or
due to allometry, genetic drift, pleiotropy, or devel-
opmental plasticity (Gould & Lewontin, 1979;
Mayr, 1983; West-Eberhard, 2003). Given the
timescale over which evolution by natural selection
works, however, even miniscule positive selection
pressures resulting in small changes in anatomy or
physiology can be adaptive (Haldane, 1932).

One of the first attempts to address the issue of
the biological functions of massive developmental
PCD was that of Ernst (1926) and Gliicksmann
(1930, 1951). According to Gliicksmann, there
are three major categories of PCD that subserve
distinct functions: morphogenetic (e.g., creation
of digits by interdigital PCD); histogenetic (e.g.,
PCD during histogenesis, including most neuro-
nal PCD); and phylogenetic (e.g., the loss of ves-
tigial structures such as the tail, the pronephros,
and mesonephros, or the loss of larval structures).
Historically, this represents an important and
thoughtful attempt to understand the biological
utility of developmental PCD. Gliicksmann, for
instance, provided a comprehensive list of examples
of PCD in many tissues and organs at all stages
of development in diverse species and he attempted
to define their adaptive purpose within the three

Table 5.2 Some Possible Functions of Developmental PCD in the Nervous System

1. Differential removal of cells in males and females (sexual dimorphisms)
2. Deletion of some of the progeny of a specific sublineage that are not needed
3. Negative selection of cells of an inappropriate phenotype
4. Pattern formation and morphogenesis
5. Deletion of cells that act as transient targets or that provide transient guidance cues for axon projections
6. Removal of cells and tissues that serve a transient physiological or behavioral function
7. “Systems-matching” by creating optimal quantitative innervation between interconnected groups of developing
neurons and between neurons and their targets (e.g., muscles, sensory receptors); may involve synaptic activity—
modulated signals (see Figure 5.6).
8. Systems-matching between neurons and their glial partners by regulated glial PCD (e.g., Schwann cells and
axons) (see Figure 5.3)
9. Error correction by the removal of ectopically positioned neurons or of neurons with misguided axons or inap-
propriate synaptic connections
10. Removal of damaged or harmful cells
11. Regulation of the size of mitotically active progenitor populations
12. The production of excess neurons may serve as an ontogenetic buffer for accommodating mutations that require
changes in neuronal numbers in order to be evolutionary adaptive (e.g., increases or decreases in limb size may
require less or more motoneuron death for optimal innervation)
13. Activity-regulated survival of subpopulations of adult-generated neurons as a means of experience-

dependent plasticity

Evidence is support of one or more of the reasons for PCD can be found in the following sources: Buss, Sun, and Oppenheim (2006); Ellis,
Yuan, & Horvitz (1991); Forger (2006); Kempermann (2006); Nottebohm (2002a, 2002b); Oppenheim (1991); Oppenheim et al. (2001a,
2001b); Silver (1978); Truman (1984). Copyright 2006, Annual Reviews. Reprinted with permission.
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major categories described. Over the past 50 years,
a number of reviews have appeared that expand
on Gliicksmann’s pioneering efforts by the addi-
tion of new examples of developmental PCD and,
more importantly, by providing experimental evi-
dence for the adaptive roles of, and the mechanisms
that regulate, PCD (Ellis, Yuan, & Horvitz, 1991;
Killen, 1965; Moon, 1981; Sanders & Wride, 1995;
Saunders, 1966; Silver, 1978; Wyllie et al., 1980).
One inference that emerges from these reviews is
that it is often far easier to provide convincing evi-
dence for the adaptive roles of PCD in the develop-
ment of nonnervous tissues than it is for nervous
tissues, especially within the morphogenetic and
histogenetic categories of Gliicksmann. For exam-
ple, interdigital cell death, the deletion of self-re-
active immune cells; the loss of Miillerian ducts
in male embryos; the formation of ducts, canals,
and openings in many organs; and the loss of larval
structures in insects and amphibians are all widely
accepted as necessary adaptations mediated by
PCD. By contrast, it is less obvious why, for exam-
ple, thousands of mitotically active precursor cells
and immature postmitotic cells in the early embry-
onic brain undergo PCD (de la Rosa & de Pablo,
2000; Kuan, Roth, Flavell, & Rakic, 2000; Putz,
Harwell, & Nedivi, 2005) or why 75% of differ-
entiating neurons in the mesencephalic trigeminal
nucleus of the chick embryo degenerate (Rogers &
Cowan, 1973; von Bartheld & Bothwell, 1993).

In attempting to understand the biological
utility of PCD in the developing nervous system,
a reasonable first step is to determine where and
when cell death appears evolutionarily as well
as in what regions and cell types in the nervous
system it is present or absent. Are there common
features in where and when PCD occurs and can
this information provide clues to putative adaptive
roles? If PCD is, in fact, essential for nervous sys-
tem development, one might expect it to be pre-
sent in virtually all animals with a nervous system.
Alternatively, if PCD serves only a few specific
functions required for nervous system develop-
ment (e.g., optimizing neuronal connectivity), then
there may be some species or regions of the nervous
system in which this function is either absent or is
attained by other developmental mechanisms not
requiring PCD.

PCD appears to be dispensable for nervous
system development as it is only used to vary-
ing degrees, or not at all, in some animals with a
nervous system (Buss et al., 2006). Furthermore,
genetic prevention of PCD in nematodes has no

outwardly noticeable effect on development and in
flies, development in the absence of PCD progresses
until metamorphosis when morphogenetic PCD is
absolutely required. In mammals, the prevention of
neuronal PCD during early stages of neurogenesis
can result in massive brain pathology (see below),
whereas the prevention of the death of postmitotic
neurons that are establishing synaptic connections
results in only subtle changes in neuronal function
and behavior (Buss et al., 2006, 2007). Finally,
the consequences of preventing the PCD of adult-
generated neurons are currently being investigated
(see section on “Functional Significance of Adult-
Generated Neurons and the Role of PCD”).

The occurrence of developmental PCD in the
vertebrate nervous system has been most exten-
sively documented in birds and mammals, whereas
less information exists for fishes, reptiles, and
amphibians. However, despite over 100 years of
investigation, there are still several regions and cell
populations even in birds and mammals that have
not yet been examined, and, of course, much of
what is known is based on observations in only a
few popular animal models (e.g., frog, chick, mouse,
rat). Nonetheless, by extrapolation from the avail-
able information, it appears that PCD occurs in
both neurons and glia in many, if not most, regions
of the CNS and PNS and involves virtually all
major subtypes of cells (motor, sensory, autonomic,
enteric, sensory receptors, interneurons as well as
Schwann cells, astrocytes, and oligodendrocytes).
For neurons in the CNS and PNS, the timing of
PCD occurs both prior to the onset of connectivity
and involves progenitor or undifferentiated cells,
as well as during synaptogenesis when neurons
are differentiating (Figure 5.1). Surprisingly, how-
ever, there are a few apparent cell types in which
PCD is either absent or not detectable by currently
available methods (Oppenheim, 1991; Oppenheim
et al., 2001a, 2001b). Although there have been
attempts to discern common features shared by
these populations that might explain the apparent
absence of PCD—for example, extensive axon col-
lateral arborization or an abundance of potential
targets (Cowan, Fawcett, O’Leary, & Stanfield,
1984; Oppenheim, 1991)—these have never been
tested experimentally. Moreover, some popula-
tions of neurons may undergo PCD in one class
of animals but not in another. For example, spi-
nal interneurons and photoreceptors in the retina
exhibit PCD in mammals but not in birds (Cook,
Portera-Cailliau, & Adler, 1998; Lowrie & Lawson,
2000), whereas sympathetic preganglionic neurons
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exhibit PCD in birds but not in mammals (Wetts
& Vaughn, 1998).

We provide a detailed discussion of the fol-
lowing adaptive roles of PCD that we consider to
represent current key issues in the field: (1) the reg-
ulation of PCD in progenitor populations, (2) error
correction by PCD, and (3) the regulation of opti-
mal quantitative connectivity between neurons and
their afferents and targets (“systems-matching”) by
PCD.

Programmed Cell Death as a Means
of Regulating the Size of Progenitor
Populations

One of the most surprising “discoveries” in the
last decade regarding developmental PCD in the
nervous system is the observation of a significant
death of mitotically active cells in germinal zones
of the CNS and PNS (Kuan et al., 2000). We use
the term “discover” advisedly since if one digs deep
enough into the literature, it is clear that this phe-
nomenon was noticed previously (for reviews see
Boya & de la Rosa 2005; Homma, Yaginuma, &
Oppenheim, 1994; Sanders & Wride, 1995; Yeo &
Gautier, 2004), often decades ago (Gliicksmann,
1951), although its significance was not well under-
stood. As indicated in the heading for this subsec-
tion, however, the significance of this phase of PCD
is now being revealed. Whereas reviews published
prior to the mid-1990s were silent on this issue
(e.g., Hamburger & Oppenheim, 1982; Jacobson,
1991; Oppenheim, 1981a, 1991), all of the more
recent reviews acknowledge this early phase of
PCD and recognize its apparent biological utility
(e.g., Kuan et al., 2000; Mehlen, Mille, & Thibert,
2005; Voyvodic, 1996).

The PCD of significant numbers of proliferative
cells has been observed in germinal regions of the
vertebrate spinal cord, sensory ganglia, autonomic
ganglia, retina, brainstem, thalamus, cerebellum,
and cortex ( Argenti et al., 2005; Blaschke, Staley,
& Chun, 1996; Blaschke, Weiner, & Chun,1998;
Frade & Barde, 1999; Haydar, Kuan, Flavell, &
Rakic, 1999; Homma et al., 1994; Kuan et al.,
2000; Lee et al., 2001) as well as during insect neu-
rogenesis (Bello, Hirth, & Gould, 2003). Although
several of the categories listed in Table 5.2 provide
plausible explanations for why cells might die dur-
ing proliferation (deletion of progeny in sublin-
eage, negative selection, morphogenesis, removal
of harmful cells, evolutionary change), we favor
the idea that the primary role is to regulate the size
(number) of the precursor population, which will,

in turn, secondarily affect the size and morphology
of the resulting neuronal structures. Strong evi-
dence consistent with this idea comes from gene-
targeting studies in mice in which the disruption of
genes regulating the PCD of progenitor cells result
in the perturbation of brain size and morphology
(Depaepe, Suarez-Gonzalez, Dufour, Passante,
& Gorski, 2005; Frade & Barde, 1999; Haydar
et al., 1999; Kuan et al., 2000; Putz et al., 2005).
However, there is some evidence that PCD of pro-
liferating cells may also regulate the phenotypic
fate of vertebrate neurons (Yeo & Gautier, 2003)
as has been observed in Drosophila. Additionally,
some PCDs of proliferating precursors may also be
necessary to delete cells with genomic instability as
reflected in chromosomal variations (aneuploidy)
(Rehenetal., 2001; Yang et al., 2003). Although not
the focus of our chapter, it is nonetheless of inter-
est that the proapoptotic Bc/-2 genes that regulate
the PCD of precursor cells versus genes that regu-
late the PCD of postmitotic differentiating neurons
are distinct (Kuan et al., 2000; Sun & Oppenheim
2003; White, Tahaoglu, & Steller, 1996). By con-
trast, soluble, secreted factors (neurotrophic mol-
ecules) appear to regulate the survival of precursor
cells as well as postmitotic differentiating neurons
in a manner consistent with the NTF hypothesis
(Depaepe et al., 2005; Elshamy & Ernfors, 1996;
Elshamy, Linnarsson, Lee, Jaenisch, & Ernfors,
1996; Frade & Barde, 1999; Lu, Pang, & Woo,
2005; Ockel, Lewin, & Barde, 1996; Putz et al.,
2005). In addition, survival or death may also be
promoted by patterning molecules (e.g., Mehlen
etal., 2005) involved in early neurogenesis and cell
fate decisions.

Error Correction as a Reason for
Developmental Programmed Cell Death

Although it is possible to include several of the
categories listed in Table 5.2 as performing an error
correction function (e.g., deletion of harmful cells,
negative selection), we prefer to limit our attention
here to category number 9 that is restricted to the
selective removal of neurons that have (a) migrated
to an ectopic position, (b) axons that go astray
during pathfinding, or (c) innervated inappropri-
ate targets relative to their afferent inputs or vice
versa.

Because the operation of the nervous system
is unique in being dependent on the formation of
extensive and specific synaptic circuits, error cor-
rection is an intuitively attractive hypothesis that
provides a plausible adaptive rationale for neuronal
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PCD. In fact, it has been argued that error correc-
tion for the establishment and refinement of func-
tional circuitry may be the major role for the PCD
of differentiating neurons as they form connections
(Clarke et al., 1998; Finlay & Pallas, 1989; Lamb
et al., 1988). Although there are several examples,
especially in the visual system, of the removal
of cells by PCD that have made one or more of
the three errors described earlier (Clarke 1998;
Oppenheim, 1981a, 1991; Thanos, 1999), these
appear to be the exception and not the rule. Many
of the populations of neurons in which develop-
mental PCD occurs during the formation of syn-
aptic circuits appear to make few, if any, such errors
and in some cases even grossly aberrant errors cre-
ated experimentally are maintained (Oppenheim,
1991). Similarly, there are many examples of per-
sistent ectopic, malpositioned cells that also are not
eliminated by PCD (Jacobson, 1991). It has been
suggested that the refinement of synaptic con-
nections by PCD may occur mainly in neuronal
systems (e.g., the visual system) whose function is
highly dependent on spatially precise topographic
mapping (Clarke, 1998). However, throughout the
developing nervous system refinements of this kind
mainly occur, not by PCD, but rather by another
evolutionarily conserved regressive phenomenon,
the elimination of neuronal processes and synap-
ses (Jacobson, 1991; Luo & O’Leary, 2005; Wong
& Lichtman, 2003; Yakura, Fukuda, & Sawai,
2002). We conclude that although error correction
by PCD occurs, it is not likely to be the primary
reason for the normal massive loss of postmitotic,
differentiating neurons.

Programmed Cell Death as a Means

of Quantitatively Optimizing the
Connectivity between Neurons and Their
Efferent Targets and Afferent Inputs
(Systems-Matching)

There must be hundreds of papers in this field
in which some variation of the following state-
ment regarding the PCD of postmitotic vertebrate
neurons is repeated: “The most generally accepted
idea is that neurons are produced in excess in order
that they may compete for contacts with their cel-
lular partners and thus adjust their numbers so as
to provide sufficient innervation of their targets”
(Pettmann & Henderson, 1998). The historical
origins of this idea have been well documented
(Cowan, 2001; Jacobson, 1991; Oppenheim, 1981a,
2001; Purves & Sanes, 1987) and the considerable
evidence supporting it (as well as negative evidence)

has also been extensively reviewed (Burek &
Oppenheim, 1999; Cunningham, 1982; Jacobson,
1991; Kuno, 1990; Lamb et al., 1988; Linden, 1994;
McLennan, 1988; Oppenheim, 1981a,1991; Tanaka
& Landmesser, 1986; Williams & Herrup, 1988).
More recently, this idea has even been extended to
include glial PCD involved in “systems-matching”
of myelinating cells with their axons (Figure 5.7;
Burne, Staple, & Raff, 1996; Winseck et al., 2002).
Historically, the context in which the massive
PCD of postmitotic neurons was first appreciated
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involved the issue of developing interactions
between neurons and their targets (Oppenheim,
1981a). This line of investigation led to the dis-
covery of the first neurotrophic factor (NGF) and
to the formulation of the neurotrophic hypothesis
(Cowan, 2001; Oppenheim, 2001). In its original
form, this hypothesis stated that neurons compete
for limiting amounts of survival-promoting factors
provided by targets (the winners survive and the
losers die by PCD) as a means of attaining optimal,
numerical/quantitative innervation of their targets.
More recently, the hypothesis has been expanded
to include competition for trophic support from
afferent inputs and other cellular partners such as
glia (Oppenheim, 1996; Oppenheim et al., 2001a,
2001b). If systems-matching is the major reason
for the PCD of postmitotic neurons, then a major
challenge is to understand the relative contribution
of these different sources of trophic support (e.g.,
targets, afferents, glia) to the quantitative regula-
tion of cell numbers (Figure 5.8; Bunker & Nishi,
2002; Cunningham, 1982; Galli-Resta & Resta,
1992; Korsching, 1993).

It has sometimes been argued that the PCD of
postmitotic neurons in the CNS (vs. the PNS) must
serve a function distinct from systems-matching
(Bihr, 2000; Lowrie & Lawson, 2000). However,

experimental evidence in support of this claim is
lacking. Rather, PCD in many CNS populations
occurs during synaptogenesis and in some cases
has been shown to be regulated by target-derived
trophic factors (Burke, 2004; Chu, Hullinger,
Schilling, & Oberdick, 2000; Cusato, Stagg, &
Reese, 2001; Lotto, Asavaritikrai, Vali, & Price,
2001; Morcuende, Benitez-Temino, Pecero, Pastor,
& de la Cruz, 2005; Oliveira et al., 2002; Verney,
Takahashi, Bhide, Nowakowski, & Caviness, 2000;
Vogel, Sunter, & Herrup, 1989; von Bartheld &
Johnson, 2001). Admittedly, however, the most
compelling evidence for quantitative systems-
matching comes from populations of PNS neurons
such as motoneurons and neurons in sensory and
autonomic ganglia. With only a few exceptions, the
evidence from these populations support the argu-
ment that the numbers of interconnected cells are
regulated rather precisely by PCD (Jacobson, 1991;
Oppenheim, 1991; Tanka & Landmesser, 1985;
Williams & Herrup, 1988). One apparent exception
that has been widely cited and discussed involves the
studies of Lamb and his colleagues (1988). By exper-
imentally forcing lumbar motoneurons in Xenopus
frog tadpoles from both sides of the spinal cord to
innervate a single leg, they reported that, contrary
to the systems-matching hypothesis, the single limb

Trophic signals

1. Target-derived

2. Extracellular matrix-derived

3. Pathway (nonneuronal)-derived

4. CNS (glial)-derived

5. Afferent (DRG, spinal, supra spinal)-derived
6. Autocrine/paracrine-derived

7. Systemically derived (e.g., hormones)

Figure 5.8 Spinal motoneurons exemplify the diverse sources of trophic signals that can promote the survival of developing

neurons. Copyright 2006, Cell Press.
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was able to sustain innervation by significantly
more motoneurons than in controls (i.e., fewer cells
died and thus motoneuron numbers did not appear
to match the target size). Several criticisms of this
study have been raised (e.g., Oppenheim, 1991) and
although some of these have been addressed, others
have not been. Interestingly, in these same animals,
the total number of surviving sensory neurons in
the dorsal root ganglion (DRG) on the two sides
that also innervate a single limb are similar to con-
trols, consistent with a systems-matching function
of PCD (Lamb et al., 1988).

As summarized in Table 5.2, the PCD of devel-
oping neurons can serve a variety of different roles
depending on the stage of development, neuro-
nal subtypes, and species. The evidence is rather
compelling for postmitotic vertebrate neurons
(especially in birds and mammals) that quantita-
tive systems-matching is likely the primary reason
for PCD. This adaptive function of PCD appears
to have arisen only in recent vertebrate evolution
and does not appear to play a major role in ner-
vous system development of primitive fishes or
invertebrates.

Programmed Cell Death, Synaptic
Function, and Neurobehavioral Ontogeny

In principle, perturbations of any of the puta-
tive biological roles of neuronal PCD delineated
in Table 5.2 have the potential to affect the neu-
robiological mechanisms that mediate behavior.
Although studies of the consequences of altered
PCD are just beginning (see Alberi, Raggenbass,
DeBilbao, & Dubois-Dauphin, 1996; Avery &
Horvitz, 1987; Buss et al., 2006; Ellis et al., 1991;
Rondi-Reig & Mariani, 2002; Truman, 1984;
White, Southgate, & Thomson, 1991), there appear
to be powerful intrinsic regulatory mechanisms,
which in some situations, may be able to com-
pensate for changes in neuronal numbers (Buss
et al., 2006, 2007). However, until further studies
are available, the extent to which these regulatory
mechanisms are successful in generating normal
functional phenotypes in the face of altered cell
numbers remains an open question (Rondi-Reig &
Mariani, 2002).

The lion’s share of normal PCD in the nervous
system occurs either during neurogenesis (section
on “PCD as a Means of Regulating the Size of
Progenitor Populations”) or during the formation
of neuronal connectivity at later prenatal and early
postnatal stages (section on “Error Correction as a
Reason for Developmental Programmed Cell Death

and Section on PCD as Means of Quantitatively
Optimizing the Connectivity between Neurons
and Their Efferent Targets and Afferent Inputs
Systems-Matching”). However, substantial PCD
also occurs among neurons generated during adule-
hood. Accordingly, in the following section, we
discuss prenatal/postnatal PCD and the PCD of
adult-generated neurons separately.

Prenatal and Postnatal Development

As neurons begin to differentiate, they establish
interactions with neuronal and nonneuronal cellu-
lar partners that are the source of signals, which
regulate survival as well as other aspects of their
differentiation (Figure 5.8). In the context of our
focus here on synaptic function and neurobehav-
ioral ontogeny, the role of neurophysiological inter-
actions between neurons and their efferent targets
and afferent inputs are especially noteworthy.

Neurons in the CNS and PNS become capable
of generating axon potentials, neurotransmitter
release, and synaptic transmission prior to their
complete differentiation and in some cases this
functional activity begins at remarkably early
stages of embryogenesis (Milner & Landmesser,
1999; O’Donovan, 1999; Provine, 1973). Overtly,
this neuronal function is manifested as embry-
onic and fetal movements and reflexes that have
been the focus of considerable research (Gottlieb,
1973; Hamburger, 1963; Michel & Moore,
1995; Oppenheim, 1982). The developmentally
early appearance of neuronal activity and behav-
ior raises the obvious question of what adaptive
role, if any, is served by prenatal neurobehav-
ioral functions. Early neural activity may be an
epiphenomenon, in that it merely indicates that
neuronal differentiation is proceeding normally.
Alternatively, this early function may be a nec-
essary feature of early nervous system organiza-
tion acting to prepare the nervous system for its
later role in mediating complex behavioral pat-
terns (Crair, 1999). Finally, early neurobehavioral
function may serve some immediate developmen-
tal function, a role I have previously called onzo-
genetic adaptations (Hall & Oppenheim, 1986;
Oppenheim, 1981, 1984).

Motoneurons (and some other neuronal popula-
tions as well, including retinal ganglion cells, neu-
rons in the chick isthmo-optic nucleus (ION), and
ciliary neurons) have another interesting property;
their target dependency appears to be regulated by
physiological synaptic interactions with their tar-
gets (Burek & Oppenheim, 1999). Following the
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formation of synaptic contacts between motoneu-
rons and target muscles, the initiation of synap-
tic transmission activates the muscle and results
in embryo movements. Chronic blockade of this
activity during the cell death period with specific
drugs or toxins that cause paralysis prevents the
death of all motoneurons (Figure 5.9). Although
the cellular and molecular mechanisms that medi-
ate this effect are unknown, two major hypotheses
have been proposed: the production hypothesis,
which predicts that the production of trophic fac-
tor by the target is regulated inversely by target
muscle activity, and the access hypothesis, which
argues that sufficient trophic factor is initially pro-
duced by targets to maintain all motoneurons,
but that activity regulates access to this factor by
modulating axonal branching and the formation
of neuromuscular synapses, thus restricting the
uptake of the trophic factor to axons and synap-
tic terminals (Figure 5.6). At present, evidence
favors the access hypothesis (Terrado et al., 2001).
Regardless of which of these two hypotheses is
proven correct, however, it is clear that neuronal
activity at both early and later stages of embryo-
genesis can make fundamental contributions to
nervous system development. A recent striking
example of this is the observation that in mutant
embryonic and neonatal mice lacking all afferent
and efferent synaptic transmission, there is a mas-
sive PCD of virtually all CNS neurons (Verhage
et al., 2002).

PCD is also modulated by specific perturba-
tions of afferent inputs (Harris & Rubel, 2006;
Linden, 1994; Oppenheim et al., 2001a, 2001b).
Five such cases that have been examined in con-
siderable detail are spinal motoneurons, neurons
in the ION, the avian ciliary ganglion (CG), visual
receptive neurons in the optic tectum, and neurons
in the avian brainstem auditory nuclei. In all these
five cases, surgical removal of afferent inputs prior
to or during the period of PCD results in significant
increases in cell death (Figure 5.10). Because sim-
ilar changes in PCD also occur after the blockade
of afferent synaptic activity, the functional input
provided by afferents appears to be of fundamen-
tal importance in this situation (Oppenheim et al.,
2001a, 2001b). Other examples of the regulation
of developmental PCD by afferent synaptic input
include: the loss of olfactory input increases PCD
in the rat olfactory bulb (OB) (Brunjes & Shurling,
2003; Frazier & Brunjes, 1988; Najbauer & Leon,
1995; Zou et al., 2004); activity blockade in
zebrafish larvae reduces the PCD of Rohon-Beard

sensory neurons (Svoboda, Linares, & Ribera,
2001); the loss of vestibular input to the vestibu-
lar ganglion increases ganglion cell PCD (Smith,
Wang, Wolgemuth, & Murashov, 2003); and
reductions of somatosensory input (maternal lick-
ing) to neonatal rats results in increased PCD in
a sexually dimorphic spinal cord nucleus (Moore,
Don, & Juraska, 1992). Finally, a recent study has
suggested an interesting link between early neona-
tal experience and the later vulnerability of adult-
generated neurons in the hippocampus of rats to
undergo PCD (Weaver, Grant, & Meaney, 2002).
Adult offspring of mothers who engage in low
levels of licking and grooming of their pups (vs.
the offspring of mothers that exhibit high levels of
licking and grooming) have increased expression
of the proapoptotic gene Bax and increased PCD
of hippocampal neurons. In other studies, it has
been reported that the offspring of mothers who
exhibit low levels of licking and grooming perform
below normal in tests of hippocampal-dependent
learning and memory (Liu et al., 2000) suggest-
ing a possible link between early experience, the
survival of adult-generated neurons, and behav-
ioral performance (see section on “Functional
Significance of Adult-Generated Neurons and the
Role of PCD”).

Functional afferent input may act to regulate
the survival of postsynaptic neurons by several
different mechanisms: (1) depolarization by affer-
ents can alter intracellular calcium levels in post-
synaptic cells, which in turn can independently
modulate survival; (2) afferent activity can reg-
ulate the expression of trophic factors and their
receptors in postsynaptic cells; and (3) the release
of trophic factors from terminals of afferent axons
or adjacent glial cells may be regulated by activity
and provide a survival signal to postsynaptic cells.
At present, it is not clear which, if any, of these
mechanisms mediate the effects of afferent input
on PCD. Because the PCD of many developing
neurons may be coordinately regulated by signals
derived from targets, afferents, and nonneuronal
cells, an important unresolved issue is how these
different sources interact to control survival. One
possibility is that the targets regulate the response
of neurons to afferent input and that afferents reg-
ulate the response to target-derived signals. In this
scheme, the relative influence of targets and affer-
ents would have to be balanced or coordinated
in some way for optimal survival (Cunningham,

1982).
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Functional Significance of Adult-
Generated Neurons and the Role of
Programmed Cell Death

New neurons are continuously generated in
some regions of the adult mammalian brain includ-
ing the dentate gyrus (DG) of the hippocampal for-
mation and the subventricular zone (SVZ) of the
lateral ventricle. It is believed that adult neurogen-
esis recapitulates events occurring during embry-
onic development (Esposito et al., 2005; Kintner,
2002), although the precise program for the dif-
ferentiation of adult-generated neurons appears to
be slightly different from that of developmentally
produced neurons (Belluzzi, Benedusi, Ackman,
& LoTurco, 2003; Overstreet-Wadiche, Bensen, &
Westbrook, 2006; Zhao, Teng, Summers, Ming,
& Gage, 20006). Similar to the PCD of developing
neurons, PCD in the adult brain also occurs during
specific periods of neuronal differentiation. For this
reason, and because the potential role of adult neu-
rogenesis and PCD in neurobehavioral plasticity
has received considerable attention (Kempermann,
2006), we have included this topic in our review
of PCD and nervous system development. Birth
date— or lineage-tracing methods (e.g., BrdU
pulse-labeling or proliferating-cell specific retrovi-
ral infection) have been widely used to identify and
analyze PCD in the adult brain (Biebl, Cooper,
Winkler, & Kuhn, 2000; Dayer, Ford, Cleaver,
Yassace, & Cameron, 2003; Kempermann, Gast,
Kronenberg, Yamaguchi, & Gage, 2003; van Praag
et al.,, 2002). These studies demonstrate that, in
rodents, 50%-70% of newly produced DG cells
undergo PCD between 1 week and 1 month after
their birth, and that the extent of PCD is influ-
enced by housing conditions and genetic back-
ground (Biebl et al., 2000; Kempermann, Kuhn,
& Gage, 1997).

The PCD of adult-produced OB neurons
exhibits two distinct waves, one of which elimi-
nates about 50% of the new cells between 1 week
and 1 month after their birth followed by a sec-
ond wave that occurs over an extended period (>6
months) during which time an additional 30% of
cells are eliminated (Petreanu & Alvarez-Buylla,
2002; Winner, Cooper-Kuhn, Aigner, Winkler,
& Kuhn, 2002). Neurons that survive beyond

these periods appear to be maintained for long
periods and become integrated into functional
neural circuits. One week after their genesis when
PCD begins, DG neurons actively extend mossy
fiber axons toward the CA3 field and make pro-
visional synaptic connections (Zhao et al., 2000).
Similarly, the first wave of PCD of OB neurons
occurs during the establishment of dendro-den-
dritic connections (Petreanu & Alvarez-Buylla,
2002). Adult-generated DG neurons progressively
receive GABAergic and glutamatergic inputs, and
specialized glutamatergic contacts on dendritic
spines appear by 3 weeks in both the DG and OB
(Esposito et al., 2005). Electrophysiological studies
have identified small sodium currents in 1-week-
old adult-generated neurons (Belluzzi et al., 2003;
van Praag et al., 2002), suggesting that neuronal
death begins after the onset of excitable neuronal
properties. Collectively, these data indicated that
PCD begins after the initiation of morphological
and functional differentiation of newly produced
cells (Figure 5.11).

Although the specific role of targets (i.e., CA3
neurons in the DG and preexisting interneurons
or mitral/tufted cells in the OB) in the control of
PCD has received little attention, neural activity
has been shown to play a critical role in the survival
of adult-generated neurons. For example, increased
neural activity during learning (Gould, Beylin,
Tanapat, Reeves, & Shors, 1999), environmen-
tal enrichment (Olson, Eadie, Ernst, & Christie,
2006; Rochefort, Gheusi, Vincent, & Lledo, 2002;
Young, Lawlor, Leone, Dragunow, & During,
1999), and during in vivo long-term potentia-
tion (LTP) (Bruel-Jungerman, Davis, Rampon, &
Laroche, 2006; Chun, Sun, Park, & Jung, 2006;
Derrick, York, & Martinez, 2000) all result in the
increased survival of newly produced DG cells.
Similarly, odor enrichment also enhances the sur-
vival of adult-generated OB neurons (Gheusi et al.,
2000). Conversely, reduced activity by sensory dep-
rivation or denervation increases PCD (Corotto,
Henegar, & Maruniak, 1994; Mandairon, Jourdan,
& Didier, 2003). These results suggest that a “use it
or lose it” rule may govern PCD in the adult brain.
Several factors such as hormones, neurotransmit-
ters, and NTFs are also known to regulate the

<
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branching and synapse formation over control levels (top) and thereby increasing the access to target-derived trophic factors
(small black dots in target). By contrast, on the right, activity blockade (bottom) is thought to increase the production of trophic
factors (i.e., more dots in target) over control values (top) (A and C are modified from Oppenheim, 1989 and B is modified from

Galli-Resta, Ensini, Fusco, Gravina, & Margheritti, 1993).
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Figure 5.10 The role of targets (TG) and afferents (AF) in regulating survival and PCD of neurons. (A) The predicted outcome
of modifying afferent inputs and efferent (synaptic) targets on a neuronal population is shown. The black dots in the neuronal
population represent dying cells. (B) Afferent neurons in the accessory oculomotor nucleus (AON) innervate the CG and neurons
in the CG innervate muscle targets in the eye. The numbers 1 and 2 indicate anatomical innervation, numbers 2 and 5 indicate
synaptic transmission, and number 3 represents the eye muscle targets. (C) The number of surviving CG neurons following
removal of afferents (1, -AF), removal of target activity (5, -ACT), and removal of both (1, 3, -AF, -TG). The survival of CG
neurons depends on both functional afferent and target connections. (See Furber, Oppenheim, & Prevette, 1987.)
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Figure 5.11 The differentiation and PCD of adult-generated DG neurons. Morphological and electrophysiological differentia-
tion of adult-generated neurons is evident before the onset of PCD. Note that the differentiation/maturation of adult-generated
neurons continues beyond 4 weeks, and that a subset of newly produced neurons may undergo PCD after this initial maturation

period.

survival of adult-generated neurons (Kempermann,
2006), and these may act on neuronal survival by
activity-mediated mechanisms (Abrous, Koehl,
& Le Moal, 2005; Lehmann, Butz, & Teuchert-
Noodt, 2005).

One of the principle roles of competition among
developing neurons for limiting amounts of target-
derived survival-promoting molecules (the neu-
rotrophic hypothesis) is to regulate optimal target
innervation by efferent neurons, a process known as
systems-matching (Buss et al., 2006). Recent evi-
dence suggests that a similar competition process
among adult-produced neurons is also important
for survival. Following infection with a replication-
defective virus coding for Cre DNA recombinase, a
subpopulation of adult-generated neurons become
deficient in N-methyl-D-aspartate (NMDA) recep-
tors and only these cells exhibit increased PCD
(Tashiro, Sandler, Toni, Zhao, & Gage, 2000).
However, when a glutamate receptor antagonist is
administered to suppress overall excitatory input,
many receptor-defective neurons were rescued from
PCD, suggesting that competition among adult-
generated neurons for excitatory NMDA afferent
input is related to the survival of new neurons.

In addition to the PCD of immature, adult-
generated neurons, other neural populations in
the adult hippocampus (e.g., preexisting neurons
and neuronal progenitor/stem cells) also undergo
PCD as a means of maintaining the net number of
adult neurons (Dayer et al., 2003; Sun et al., 2004).
Because the continuous addition of new neurons
in neurogenic regions does not result in a pro-
gressive increase in the number of neurons in the
DG and OB, it seems plausible that a homeostasis

exists between the generation of new neurons and
the PCD of preexisting neurons. Because some
research groups have failed to identify mature (vs.
more recently produced) adult-generated neurons
that exhibit signs of PCD (e.g., apoptosis), this idea
has received little attention. Recently, however,
Dayer et al. (2003) demonstrated that the number
of DG neurons generated at early postnatal stages
is progressively decreased (by 50%) at 6 months.
Similarly, adult-generated OB neurons exhibit a
second delayed wave of PCD, which progressively
eliminates an additional 30% of previously gen-
erated mature OB neurons (Petreanu & Alvarez-
Buylla, 2002). It has also been recently shown that
some subpopulations of postnatally generated OB
neurons do not undergo PCD later, suggesting that
cell renewal may be limited to only specific popu-
lations of OB neurons (Lemasson, Saghatelyan,
Olivo-Marin, & Lledo, 2005). The existence and
extent of cell renewal are especially important
issues regarding the significance of adult neuro-
genesis and PCD. Some hypotheses regarding the
functional significance of adult neurogenesis are
based upon the assumption of a homeostatic bal-
ance between cell renewal and PCD. For example,
it has been postulated that cell replacement opti-
mizes the homeostatic stabilization of neuronal
circuits involved in learning, memory, and other
hippocampal and olfactory functions (Cecchi,
Petreanu, Alvarez-Buylla, & Magnasco, 2001;
Chambers, Potenza, Hoffman, & Miranker, 2004;
Meltzer, Yabaluri, & Deisseroth, 2005).

The PCD of undifferentiated, mitotically active
stem/precursor cell populations can markedly
affect the final number of adult-generated neurons.
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As discussed earlier (section on “PCD as a Means
of Regulating the Size of Progenitor Populations”),
prevention of stem cell death during embryonic
development results in exencephaly owing to the
marked expansion of proliferating precursor cells.
There is a progressive reduction in the number of
adult neuronal stem/progenitor cells during the
aging process, and accordingly the number of new
cells produced is reduced in older adult animals
(Cameron & McKay, 1999; Enwere et al., 2004;
Rao, Hattiangady, Abdel-Rahman, Stanley, &
Shetty, 2005). Although cells undergoing PCD
are infrequently observed in the SVZ where adult
stem cells/progenitor cells are found, the inhibition
of PCD in Bax/Bak double knockout (KO) mice
results in the survival and expansion of the stem
cell population (Lindsten et al., 2003), indicating
that PCD of progenitor cells may, in fact, control
the size of stem cell populations in the adult brain.

Because a significant population of adule-
generated neurons undergo PCD, the functional
significance of adult neurogenesis is inextricably
linked to the role of PCD in this situation. One
strategy for understanding the role of adult neuro-
genesis and PCD is by comparative and ethological
analyses (Clayton, 1998; Gerlai & Clayton, 1999;
Nottebohm, 2002a, 2002b). Neurogenesis persists
throughout life in many species (Table 5.3) and the
major neurogenic regions and their functions are
surprisingly well evolutionally conserved. Brain
regions related to learning and memory (e.g., the
mushroom body in insects and the hippocampus
in mammals), and olfaction are most commonly
retained as neurogenic regions. In several verte-
brate species, spontaneous neurogenesis is also
observed in the retina or optic tectum. Although
there is no evidence for spontaneous neurogenesis
in the mammalian retina, injury can induce neuro-
genesis by endogenous retinal progenitor cells (Das
etal., 2000).

The correlation of neurogenesis and function in
the high vocal center (HVC) neurons of songbirds
has received considerable attention (Nottebohm,
2002a, 2002b). Male song birds such as canaries
learn new song syllables each year together with the
seasonal replacement of old HVC neurons by new
neurons (Nottebohm, O’Loughlin, Gould, Yohay,
& Alvarez-Buylla, 1994). Marsh tits and black-
capped chickadees, in their natural habitat, have
increased hippocampal neurogenesis compared
to captive wild-caught birds, suggesting that the
more complex natural environment, which requires
increased spatial learning for locating food sources,

regulates hippocampal neurogenesis (Barnea &
Nottebohm et al., 1994; Clayton, 1998; Lipkind,
Nottebohm, Rado, & Barnea, 2002). Similar cor-
relations have also been observed in mammals. In
the rat, associative learning (Shors et al., 2001) or
an enriched environment (Kempermann et al.,
1997; Young et al., 1999) enhances the survival of
adult-generated neurons. However, some conditions
such as physical exercise, which does not specifi-
cally involve the hippocampus, also enhance adult
neurogenesis (van Praag, Kempermann, & Gage,
1999). Additionally, some types of hippocampal-
dependent learning fail to promote adult neuro-
genesis (Shors, Townsend, Zhao, Kozorovitskiy, &
Gould, 2002).

The generation of new neurons in the adult
brain may serve either (or both) immediate or
future needs. For example, memory storage follow-
ing learning could be an example of an immediate
need, whereas the construction of new, more com-
plex neuronal circuits via environmental inputs at
one point in time may adaptively prepare the brain
for future contingencies (Kempermann, 2000).
Adult neurogenesis is also influenced by many fac-
tors, such as spatial memory acquisition and reten-
tion (Kempermann & Gage, 2002; Leuner et al.,
2004), circadian rhythm (Goergen, Bagay, Rehm,
Benton, & Beltz, 2002; Holmes, Galea, Mistlberger,
& Kempermann, 2004), pregnancy (Shingo et al.,
2003), prenatal stress (Lemaire, Koehl, Le Moal,
& Abrous, 2000), maternal deprivation (Mirescu,
Peters, & Gould, 2004), and social interactions
(Gould, McEwen, Tanapat, Galea, & Fuchs, 1997;
Kozorovitskiy & Gould, 2004), some of which may
be best understood as serving future needs and oth-
ers as having an immediate functional role.

Reductions of adult neurogenesis by antimitotic
reagents result in hippocampal learning deficits in
the rat (Shors et al., 2001), and in insects, gamma
irradiation, which selectively eliminates prolifer-
ating stem cells, significantly impairs olfactory
learning (Scotto-Lomassese et al., 2003). These
data support the hypothesis that neurogenesis may
be required for cellular neuronal plasticity and
enhanced learning ability, although the results
remain controversial. For example, reduced neuro-
genesis following irradiation in rats fails to modify
enrichment-dependent enhancement of learning
ability (Meshi et al., 2006). Similarly, enrichment-
induced neurogenesis in presenilin 1 (PS1)-KO
mice is selectively impaired whereas the basal level
of neurogenesis is not affected (Feng et al., 2001).
Interestingly, PSI-KO mice fail to reduce old
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Table 5.3 Adult Neurogenesis in Diverse Species

Species Neurogenic Regions Proposed Function Reference
Insects/Crustacean”
Cricket ~ Mushroom body (Kenyon cells) Learning and memory  Scotto Lamassese et al. (2000)
Moth Mushroom body Learning and memory ~ Dufour and Gadenne (20006)
Crab Hemiellipdoid body Learning and memory  Schmidt (1997)
Olfactory Olfaction Schmidt (1997)
Mollusca (snails)
Procerebrum Olfaction Zakharov, Hayes, lerusalimsky,
Nowakowski, and Balaban (1998)
Fishes (zebrafish, goldfish)
Olfactory bulb Olfaction Byrd and Brunjes (1998)

Retina, tectum

Reptiles (turtles, lizards)
Olfactory system

Medial cerebral cortex

Visual process

Olfaction

Learning and memory

Birds (zebra finch, chickaree, marsh tits, chicken)

HVC (high vocal center)

Hippocampus
Nidopallium

Retina

Rodents (rat, mouse, hamster, rabbit, vole)

Hippocampus
Olfactory bulb
Substantial nigra
Hypothalamus
Primates (new world monkey, etc.)

Hippocampus

Olfactory bulb
Human

Hippocampus

Olfactory bulb

Vocal (motor) control
Learning and memory
Auditory process
Visual process
Learning and memory
Olfaction

Motor control
Hormone control
Learning and memory

Olfaction

Learning and memory
Olfaction

Hitchcock, Lindsey Myhr, Easter,
Mangione-Smith, and Jones (1992)

Perez-Canellas and Garacia-
Verdugo (1996)
Perez-Canellas and Garacia-

Verdugo (1996)

Nottebohm, O’Loughlin, Gould,
Yohay, and Alvarez-Buylla (1994)
Barnea and Nottebohm (1994);
Clayton (1994)

Lipkind, Nottebohm, Rado, and
Barnea (2002)

Fischer and Reh (2001)

Altman and Das (1965)

Lois and Alvarez-Buylla (1994)
Zhao et al. (2003)

Kokoeva, Yin, and Flier (2005)

Gould, McEwen, Tanapat, Galea,
and Fuchs (1997)
Kornack and Raki (2001)®

Eriksson et al. (1998)
Sanai et al. (2004)

“In some insects such as Drosophila and honeybees, adult neurogenesis is not evident (Fahrbach, Strande, & Robinson, 1995; Ito & Hotta,

1992).

*In this paper, the authors indicate that there is an absence of cortical neurogenesis in the adult primate brain. Recently the absence of cortical
neurogenesis was demonstrated in humans using elegant 14C age-tracing methods (Bhardwaj et al., 2006).

memory traces and new learning ability is unaf-
fected, suggesting that neurogenesis and PCD (cell
replacement) may be required for the loss of previ-
ous memory traces.

Investigations of the significance of neuro-
genesis and PCD in the adult brain for regulat-
ing behavioral plasticity are still in their infancy.
Because PCD in the adult brain is apoptotic, per-
turbation of apoptotic processes by inhibition of
caspase 3, deletion of the proapoptotic gene Bax,

and/or overexpression of the antiapoptotic gene
Bcl-2 inhibits the PCD of adult-generated DG and
OB neurons (Biebl, Winner, & Winkler, 2005;
Ekdahl, Mohapel, Elmer, & Lindvall, 2001; Kuhn
et al.,, 2005; Sun et al., 2004) and thus provides
possible models for examining the role of PCD.
The proapoptotic gene Bax appears to be essen-
tial for the PCD of adult-produced neurons (Sun
etal.,, 2004) (Figure 5.12). Accordingly, the behav-
ior of Bax-KO mice may provide valuable clues
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Figure 5.12 The absence of PCD and the age-dependent
increase in the total number of DG neurons in Bax-KO
mice (A-D). (A) Two-month-old wild type (WT); (B)
2-month-old Bax-KO; (C) 12-month-old wild type; (D)
12-month-old Bax-KO. Representative Nissl-stained sections
at a similar anatomical level are presented. (E) The number
of DG neurons in WT and Bax-KO mice. The total number
of DG neurons was estimated by measuring volume and

cell density of DG neurons. (Data from Sun et al., 2004.
Copyright Society for Neuroscience, 2004.)

regarding the role of PCD of adult-generated neu-
rons for systems-matching in the adult brain. In
adult Bax-KO mice, mossy fiber connections are
selectively impaired due to the imbalance in the
ratio of mossy fiber afferents versus CA3 synaptic
space. Following the prevention of PCD in the DG
and the impairment of mossy fiber connections in
adult Bax-KO mice, we observed a perturbation of a
subset of hippocampal-dependent behaviors related
to associative learning (Kim et al., 2009). However,
this phenotype is only seen in adult mice, whereas
young Bax-KO mice appear normal, despite the
accumulation of excess immature neurons; the fail-
ure of reduced PCD to affect behavior in younger
mice may reflect compensatory mechanisms that
prevent the excess neurons from being incorpo-
rated into behaviorally relevant neuronal circuits

(Buss et al., 2006; Sun, Gould, Vinsant, Prevette,
& Oppenheim, 2003).

Finally, we wish to underscore the admonition
that in the future, studies of adult neurogenesis and
PCD need to utilize a greater diversity of animal
models that are examined in natural or seminatu-
ral conditions, with a focus on ethologically rele-
vant behaviors, as a more biologically meaningful
approach for elucidating the functional significance
of neuron replacement in the adult brain (Clayton,
1998; Gerlai & Clayton, 1999; Nottebohm, 2002a,
2002b).

Developmental Abnormalities Resulting
from Inappropriate Cell Death in the
Central Nervous System

Mice lacking critical components of the cell
death pathway (e.g., Apaf-1, caspase 9, or caspase
3) have gross malformations of the developing brain
(Cecconi, Alvarez-Bolado, Meyer, Roth, & Gruss,
1998; Kuida et al., 1996, 1998; Naruse & Keino,
1995; Oppenheim et al., 2001a, 2001b). Likewise,
when neuronal death is exacerbated, microenceph-
aly results (McFarland, Wilkes, Koss, Ravichandran,
& Mandell, 2006). When Bcl-2 is overexpressed,
naturally occurring neuronal death is reduced and
these animals have deficits in motor learning, fear-
related behavior, and allocentric navigation. These
results suggest that neuronal death during CNS
development may be necessary for multisensory
learning and emotional development (Rondi-Reig
et al., 2001). During development, deprivation of
active sleep (or rapid eye movement [REM] sleep)
results in enhanced cell death resulting in behav-
ior abnormalities (Biswas et al., 2006; Morrissey,
Duntley, Anch, & Nonneman, 2004). The deletion
of frizzled 9, a gene in the Williams Syndrome dele-
tion expanse, results in increases in cell death in the
developing DG and the mutant mice have dimin-
ished seizure threshold and defects in visuospatial
learning and memory (Zhao et al., 2005). Although
no definitive genetic linkage with cell death—specific
molecules has been identified in individuals with
autism spectrum disorders, a reduced occurrence of
PCD has been suggested to play a role (reviewed in
Persico & Bourgeron, 2006). On the other hand, a
significant decrease in the number of neurons in the
amygdala and its lateral nucleus has been reported
in individuals with autism, although whether this is
characteristic of autism remains to be determined
(Schumann & Amaral, 20006).

Many of the mechanisms thathave been identified
to play a role in neuronal death during development
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are reported to be reactivated in the mature patho-
logical nervous system (Krantic, Mechawar, Reix,
& Quirion, 2005). Alterations in expression of
Bcl-2 proteins, caspase activation, and other apop-
totic events are observed in animal models and post-
mortem human tissue in Alzheimer’s disease (AD),
Parkinson’s disease (PD), Huntington’s chorea
(HC), amyotrophic lateral sclerosis (ALS), schizo-
phrenia, and stroke (see Catts et al., 2006; Jarskog,
2006; Kermer, Liman, Weishaupt, & Bahr, 2004;
Lopez-Neblina, Toledo, & Toledo-Pereyra, 2005
for reviews). Interestingly, while reports of apop-
totic-like cells are present in these conditions, the
majority of degenerating cells exhibit morphological
changes reminiscent of cytoplasmic or autophagic
death. This is most notable in the mutant SOD1
mouse model of ALS. During development, dying
motoneurons exhibit many features of apoptosis,
including possible Fas activation, Bax translocation,
mitochondrial dysfunction, caspase activation, and
condensation of nuclear chromatin. By contrast, in
the adult spinal cord of SODI mice, degenerating
motoneurons exhibit cytoplasmic vacuolization,
mitochondrial dilation, and protein aggregation.
Nonetheless, some of the cell death—associated
events that occur during development are also
observed. It is becoming increasingly recognized
that neuronal dysfunction (and not neuronal death)
is most likely the event responsible for clinical symp-
toms in ALS and other neurodegenerative diseases
(Gould & Oppenheim, 2007; Sathasivam & Shaw,
2005). In experiments where motoneuron death is
inhibited in the SOD1 mouse, disease progression
and survival of the animal are only very modestly
affected and muscle denervation still occurs and
the animals die prematurely (Gould et al., 2000).
Results such as this call into question the practical
application of inhibiting cell death as a therapeutic
approach for these disorders.
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Development of GABAergic Signaling: From
Molecules to Emerging Networks

Sampsa T. Sipild, Peter Blaesse, and Kai Kaila

Abstract

GABAergic transmission mediated by anion-permeable GABA , receptor-
channels is one of the most fundamental mechanisms of neuronal
communication in the brain at the cellular and systems level. During
development, there is a qualitative change in GABA , sighaling from
depolarizing and often even excitatory responses, displayed by immature
neurons, to the “conventional” inhibitory actions observed in the adult. An
increasing amount of evidence points to bidirectional interactions, where
GABAergic signaling shapes the functional as well as structural properties of
neurons and neuronal networks. This chapter reviews the molecular basis

of the ontogeny of GABA actions with an emphasis on GABA , receptors and
ion-transport mechanisms. With a focus on the hippocampus, the chapter shows
how this kind of information can be used in understanding the development of
endogenous and evoked network events.

Keywords: GABA, neuronal communication, bidirectional interactions, GABA ,
receptors, ion-transport mechanisms, hippocampus

Introduction

The history of y-aminobutyric acid (GABA) as
a neurotransmitter dates back to the 1950s when
Roberts and Frankel (1950) and others (Awapara,
Landua, Fuerst, & Seale, 1950) found that GABA
is abundant in extracts of mammalian brain tissue.
The canonical signaling function of GABA, post-
synaptic inhibition, was first established in electro-
physiological experiments on crayfish neurons and
muscle fibers (Boistel & Fatt, 1958; Kuffler &
Edwards, 1958), and somewhat later in the mam-
malian central nervous system (CNS) (Krnjevic &
Schwartz, 1967; for review, see Krnjevic 2004).

The word “information” is used in a rather
loose manner in biological literature. From an
engineering point of view, the information con-
tent of a message or signal is inversely related to its
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probability (Shannon & Weaver, 1949). However,
the original Shannon—Weaver theory that quan-
tifies information as binary digits or bits is not
easy to apply when dealing with communication
in the nervous system. Without elaborating fur-
ther on this topic, it suflices to note that the trans-
fer of information between nerve cells is achieved
by allosteric interactions between a ligand (usu-
ally released from a presynaptic terminal) and its
receptors (located in the target cell). Thus, neu-
ronal communication is “pragmatic” in the sense
that the code of the message is defined by the
effect of the signaling molecule at its target. This
pragmatic nature of communication is also true
for electrical signals in the nervous system and,
in fact, for molecular and cellular communication
in general.



GABA as a Signaling Molecule

GABA is a very simple signaling molecule: a
small amino acid with a molecular weight of about
100 Da that is not incorporated into any protein.
However, a complex structure is not required for a
ligand to produce a change in the stereochemical
(quaternary, or 3-D) structure of its receptor. What
counts is an exact fit of a conformationally specific
part of the GABA molecule into the binding site of
the receptor. In the case of the ionotropic GABA ,
receptors (GABA,Rs), which are receptor-chan-
nels, the change in the 3-D structure is obviously
an essential step in the “gating” (i.e., opening and
closing) of the GABA , receptor-channel. As will be
evident below, a cooperative action of two GABA
molecules is needed for receptor-channel activa-
tion. GABA has other physiologically important
effects mediated by binding sites in various kinds
of molecules (e.g., metabotropic GABAj receptors
[GABA;Rs]) and membrane-located GABA trans-
porters, and in all these distinct cases, the binding
site recognizes some specific property in the 3-D
structure of the GABA molecule. By construct-
ing molecules that mimic a specific stereochemical
property of GABA, it has been possible to produce
artificial receptor agonists and other molecules that
mimic (or block) a given action of GABA. Here, it
is also noteworthy that GABA is conformationally
very flexible and its ability to adopt different shapes
is a major factor that governs its interactions with
distinct binding sites.

The general principles of GABA-mediated sig-
naling discussed above are, of course, true for all
neurotransmitters, hormones, and intracellular
messengers. A point to emphasize is that (without
additional knowledge) it is not possible to deduce
the action of a signaling molecule on the basis of its
structure. In fact, the action of a signaling molecule
can change radically during both evolution and
ontogeny—and the latter aspect is one of the main
themes of the present chapter. Specifically, we focus
here on the actions mediated by the GABA,Rs
during development.

Basic Concepts and Terminology

GABA and glycine are widely known as the
main inhibitory transmitters in the mammalian
CNS. However, the terms “inhibition” and “exci-
tation” should be used with caution. Postsynaptic
inhibition is a transient decrease in the probability
of firing of action potentials by the target cell, while
postsynaptic excitation has the opposite effect. It
is worth emphasizing that hyperpolarization and

depolarization are not synonyms with inhibition and
excitation. Unfortunately, the literature is fraught
with confusions with regard to the usage of the
these terminologies. This is reflected in the widely
held belief that GABA transmission shifts from
excitatory to inhibitory at a fixed time point dur-
ing development, when the postsynaptic GABA
response changes from depolarizing to hyperpolar-
izing. As will be explained below, a depolarizing
GABA response can be functionally inhibitory.

GABA ,Rs are receptor-channels that are selec-
tively permeable to Cl- and to a lesser extent to
HCO; (bicarbonate). Whether GABA yR-mediated
currents are hyperpolarizing or depolarizing
depends on the reversal potential (£;,5,), which
is set by the distribution of Cl- and HCOj across
the plasma membrane of the target neuron (Kaila,
1994). Eaps defines the value of the membrane
potential (V) where the opening of GABA,R
channels does not lead to any net current. In a neu-
ron that actively accumulates Cl- to produce a high
intracellular concentration (a typical property of
immature neurons), the HCO3 component of the
total current is small and can be ignored. In such a
cell, GABA 4R activation leads to a passive efflux of
Cl- driven by the CI- ions’ electrochemical gradi-
ent, resulting in depolarization. If the cell is exper-
imentally depolarized in a step-wise manner from
its physiological resting V, level (e.g., =70 mV) by
current injection, the additional depolarization will
lead to a diminishing depolarizing GABA response,
and at a sufficiently positive value of V,, (e.g., =30
mV), the GABA responses change their polarity.
The point of this reversal defines £;,p,. In an anal-
ogous manner, it is easy to see that a neuron with
an E,p, that is more negative than the resting V,,
must be equipped with a transport mechanism that
extrudes Cl- and creates an electrochemical gradi-
ent that drives a hyperpolarizing influx of Cl- when
GABA ,Rs are activated.

In a Cl--extruding neuron, bicarbonate (HCOj3)
makes a significant contribution to the GABAergic
current (section on “lonic Selectivity”) and, there-
fore, E gy is always more positive than the equilib-
rium potential of Cl- (). The relative contribution
of HCOj3 to Ep4 and to the electrochemical force
that drives GABA ,R-mediated currents is strictly
dependent on the intraneuronal CI~ concentration
and on the resting V,, (for a quantitative treatment,
see Farrant & Kaila, 2007; Kaila, 1994; Kaila et al.,
1993). This driving force of the GABAergic cur-
rent is the voltage difference between £ 5, and V,

(defined in this paper as Eguzn — V), and a key
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topic addressed in the present chapter is the change
in the driving force from a positive, depolarizing
value characteristic of immature neurons to more
negative (and sometimes even hyperpolarizing)
levels during neuronal maturation. The early devel-
opmental shift in E;,p, (section on “GABAergic
Depolarization and Excitation in Immature
Neurons”) can be largely explained by focusing on
neuronal CI~ regulation and GABA,R-mediated
CI- currents.

For those who are not closely involved in cellu-
lar electrophysiology, it may seem surprising that
a property of neurons as fundamental as the rest-
ing V,, is extremely difficult to measure reliably
and there is an ongoing debate on whether direct
techniques are valid at all (Kyrozis & Reichling,
1995; Tyzio et al., 2003, 2006; Verheugen, Fricker,
& Miles, 1999), especially in immature neurons
that have an enormously high input resistance (e.g.,
Serafini, Valeyev, Barker, & Poulter, 1995; Tyzio
etal., 1999). In the present context, it is important
to note that the values of the driving force are, by
definition, based on the more-or-less controversial
values of resting V..

GABA released in a vesicular manner from
the presynaptic terminals of GABAergic neurons
evokes postsynaptic potentials (PSPs) or currents
(PSCs) in the target neuron. These responses are
not always called inhibitory PSPs or PSCs (IPSP
or IPSCs), because GABA can act in an excitatory
manner. Thus, the term GABA-PSP/C is used if
there is any reason to believe that the PSP/C under
consideration might be functionally excitatory. The
term excitatory postsynaptic potential (EPSP) is
traditionally related to glutamatergic transmission.

GABA,Rs are located throughout the neuro-
nal plasma membrane, and they can be roughly
divided into postsynaptic and “extrasynaptic”
receptors. As will be described below, the latter do
not directly respond to the release of GABA from
the presynaptic terminal, but they have a very high
agonist affinity and thereby they “sense” the low
level of interstitial GABA that is ultimately set by
the cellular GABA uptake mechanisms, mainly by
the GABA transporter GAT-1 (Chiu et al., 2005;
Richerson & Wu, 2003). Hence, in addition to the
above postsynaptic or “phasic” action of GABA,
a persistent or “tonic” activation of postsynaptic
GABA Rs has been observed in various kinds of
neurons (Farrant & Nusser, 2005; Kullmann et al.,
2005; Mody, 2001; Semyanov, Walter, Kullmann,
& Silver, 2004). Notably, tonic signaling is the
only mode of GABA ,R-mediated transmission at
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the early stages of neuronal development, prior to
synapse formation (section on “GABA, Signaling
in Immature Neurons Devoid of Synapses”).

From a systems-level point of view, the tra-
ditional view of GABA as the “main inhibitory
transmitter in the mature brain” can easily lead to
a bias in the thinking and intuitions of neurobi-
ologists. GABAergic transmission does not simply
lead to a suppression of ongoing neuronal activity.
Extensive work on cortical structures has shown
that GABAergic neurons are crucially involved in
the assembly of neurons into functional networks
and in shaping transient population events and net-
work oscillations (Buzsaki, 2002, 2006; Buzsaki &
Draguhn, 2004; Freund, 2003; Jonas et al., 2004;
McBain & Fisahn, 2001; Vida, Bartos, & Jonas,
2006; Whittington & Traub, 2003). Many aspects
of these network-level phenomena are attributable
to GABA,R-mediated changes in the integra-
tive properties of principal neurons that depend
critically on their time constant (e.g., Pouille &
Scanziani 2001) as well as on synapse location
and on the precise timing of presynaptic activ-
ity (Klausberger et al., 2003; Tukker, Fuentealba,
Hartwich, Somogyi, & Klausberger, 2007). This
complexity is not easily conceptualized on the basis
of the term “inhibition.” In a nutshell, GABAergic
signaling in the living brain and in slice prepara-
tions is heavily context-dependent.

The Problem of Cross-Species Calibration
of Developmental Stage and Time

Much of the literature reviewed here is based
on experiments on rats and mice. These species are
“altricial,” i.e., the pups are born at a very immature
stage of development. Cross-species calibration of
developmental time is a major challenge in devel-
opmental neurobiology where an extrapolation to
the human condition is one of the major goals,
both in basic and applied research. Nevertheless,
there seems to be a wide consensus that the struc-
tural and functional properties of the cortex of a
newborn rat correspond to those of the human
fetus around the end of the second trimester of
pregnancy (Avishai-Eliner, Brunson, Sandman,
& Baram, 2002; Clancy, Darlington, & Finlay,
2001). This means that laboratory rodents (see also
Danglot, Triller, & Marty, 2006) provide excellent
research models for studying processes that are rel-
evant for both pre- and postnatal cortical develop-
ment in humans.

The time point of birth versus brain devel-
opmental stage must be carefully considered in



extrapolations from rodent to human data. Talking
about “postnatal” or “a newborn” in rodent—hu-
man comparisons can lead (and has led) to serious
flaws in the literature. In brief, identifying a novel
neurobiological mechanism in newborn rats does
not imply that a similar mechanism has any sig-
nificance for newborn full-term human infants. A
more rational view is that such findings might be
more relevant to human preterm babies. In light of
an extremely wide spectrum of functional, struc-
tural, and pathophysiological data, the cortex (neo-
cortex and hippocampus) of the rat and mouse
around postnatal day 12 (P12) seems to undergo
something that is close to a metamorphosis as seen
from the molecular, cellular, and network level to
behavior (e.g., Capsoni, Tongiorgi, Cattaneo, &
Domenici, 1999; Colonnese, Phillips, Constantine-
Paton, Kaila, & Jasanoff, 2008; Erecinska, Cherian,
& Silver, 2004; Geal-Dor, Freeman, Li, & Sohmer,
1993; Welker, 1964). This is, as could be expected,
accompanied by major qualitative changes in the
modes of action of GABAergic transmission (sec-
tion on “Developmental Electrophysiology of
GABAergic Transmission”) and in the intracellular
signaling mechanisms that target the ion transport-
ers and channels involved therein (section on “Role
of Ton Transporters in the Maturation of GABA
Signaling”).

Aims of This Chapter

The upper jaw must fit into the lower one dur-
ing the development of an individual. This basic
principle of biological design is also evident in the
concerted development of the various functional
and structural properties of neurons and neuronal
networks. At the level of cellular electrophysiology,
immature neurons have a very high input resistance
(small currents lead to large voltage changes), and
the immature PSPs/PSCs and action potentials are
slower than in the adult. In contrast to the strikingly
fast changes seen at the structural level, it is as if
the whole immature nervous system functions—in
electrophysiological terms—at a much lower speed
than the mature one. Also, ongoing oscillations are
absent and instead the primitive emerging neuro-
nal networks generate intermittent bursts of activ-
ity (section on “Intermittent Network Events in the
Immature Central Nervous System”) which may,
among other things, serve as a mechanism whereby
individual neurons produce a spatiotemporal sig-
nature that is exploited during network formation.
“Hebbian” mechanisms supporting long-term plas-
ticity have been implicated in activity-dependent

wiring, and in these phenomena, GABAergic
transmission plays an important role (Hensch,
2005; Kanold & Shatz, 2006; Katz & Crowley,
2002; Zhou & Poo, 2004). Notably, cross-talk
between GABAergic transmission and activity-de-
pendent release of trophic factors (e.g., Lessmann,
Gottmann, & Malcangio, 2003) appears to exist in
evolving neuronal circuits, and the early network
events to be described at the end of this paper are
most likely of fundamental importance in this con-
text (Mohajerani, & Cherubini, 2006; Mohajerani
et al., 2007; Rivera, Voipio, & Kaila, 2005). In
summary, the molecular, cellular, and network
mechanisms underlying brain development are
both paralleled by and controlled by changes in the
basic properties of GABAergic transmission.

GABA, Receptors

Membrane receptors activated by GABA are
classified into GABA, and GABAj receptors. The
former are macromolecular structures, where the
GABA binding site (the receptor in the strict sense)
and the effector (the channel) are incorporated into
a single molecule. Hence, GABA,Rs are “recep-
tor-channels” or “ionotropic receptors.” In many
respects, they are very closely related to ionotropic
glycine receptors, and much of what is said below
about the biophysical, ion-regulatory, and develop-
mental mechanisms in connection with GABA R
function applies also to ionotropic glycine recep-
tors. In contrast, GABAgRs are metabotropic
receptors (Marshall, Jones, Kaupmann & Bettler,
1999; Misgeld, Bijak, & Jarolimek, 1995) where the
interaction of GABA with its binding site triggers
the activation of an intracellular messenger cascade
that leads to an increase in the K* conductance of
the target cell or inhibits activation of voltage-gated
Ca?* channel in presynaptic terminals, whereby
GABA release is controlled by negative feedback.
In terms of evolution, GABA,Rs and GABARs
have little in common. The latter are not dealt with
presently, and the term “GABAergic” will imply
GABA ,R-mediated actions.

Structure of GABA , Receptors

GABA , receptors belong to the large family of
ligand-gated ion channels, which also includes the
nicotinicacetylcholine receptors, glycine receptors,
and 5-HT; receptors. The structure of these recep-
tors is based on the assembly of five subunits, which
together form the pentameric receptor-channel.
So far, 19 GABA 4R subunits have been identified
in mammals. They are grouped into eight gene
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families according to structural similarity: a1-6,
B1-3, y1-3, 3, ¢, 0, n, and pl-3 (Barnard et al.,
1998; Korpi, Grunder, & Luddens, 2002; Rudolph
& Mobhler, 2004; Sieghart & Ernst, 2005). This
diversity is further enhanced at the mRNA level
by alternative splicing of pre-mRNAs (Barnard
et al., 1998; Simon, Wakimoto, Fujita, Lalande,
& Barnard, 2004). It is obvious that the number
of theoretically possible combinations at the pro-
tein level is astronomically high but, not unex-
pectedly, there seem to be “rules” whereby only
a limited subset of subunit combinations exists in
the brain as a whole (Kittler, McAinsh, & Moss,
2002; Luscher & Keller, 2004) from which the
expression patterns typical to the various types
of neurons are derived (Fritschy & Mohler, 1995;
Pirker et al., 2000; Wisden, Laurie, Monyer, &
Seeburg, 1992).

Each of the five subunits of ligand-gated chan-
nels has four transmembrane domains (M1-4),
forming a central ion channel, which is gated by
the binding of the transmitter molecule (Lester,
Dibas, Dahan, Leite, & Dougherty, 2004; Sine &
Engel, 2006; Unwin, 2005). Two GABA molecules
bind in a cooperative manner at the extracellular
interfaces between o and 3 subunits to open the
GABA,R channel. The subunit composition of a
given receptor has a major influence on the kinet-
ics of its gating (for a recent review, see Farrant &
Kaila, 2007). In general, the rate of channel acti-
vation (opening) and deactivation (closure that is
associated with the unbinding of GABA) increases
during neuronal maturation. A constant exposure
to GABA leads to desensitization, i.e., closure of
the channel during a prolonged exposure to its
agonist. Typically, GABA,Rs expressed in imma-
ture neurons show less desensitization than at later
ages, and a particularly slow desensitization (or vir-
tual absence thereof) seems to be characteristic for
those GABA ,Rs that mediate tonic or extrasynap-
tic actions. The affinity of a GABA,R to GABA is
also dictated by its subunit composition and, obvi-
ously, those receptors that mediate the tonic actions
of GABA show a particularly high ligand affinity.
GABA,R subunit composition is also a major
determinant of the profile of actions of numer-
ous exogenous and endogenous molecules, such as
ethanol, benzodiazepines, and (neuro)hormones
(Maguire & Mody, 2007; Mody, 2008; Rudolph
& Mohler, 2004; Sieghart & Ernst, 2005; Stell
et al., 2003). Recently, the actions of oxytocin on
GABAergic functions in the immature brain have
received much attention (Tyzio et al., 2006; section
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on “Role of NKCCI in the Developmental Shift in
Ecapa in Cortical Neurons”).

Subunit Composition and Molecular
Diversity of GABA ,Rs during Development

In mature neurons, the most abundant GABA ,R
subtype is formed from a, 3,, and vy, subunits with
a stoichiometry of two a, two 3, and one 7y sub-
units (Benke et al., 2004; McKernan & Whiting,
1996; Tretter, Ehya, Fuchs, & Sieghart, 1997). In
some neurons, receptors exist where the <y subunit
is replaced by a & subunit (e.g. ;3,9 or o3;9) and,
as will be described below, these GABA,Rs show
an exclusive extrasynaptic localization. The p, 5
subunits form functional homo- or hetero-oligo-
meric receptors. This suggests that they present an
evolutionarily ancient class of ionotropic GABA
receptors (Cutting et al., 1992). They have some-
times been called “GABA.” receptors (Bormann,
2000; Chebib & Johnston, 2000) on the basis of
their insensitivity to the GABA R antagonist bicu-
culline. Nevertheless, in the light of evolutionary as
well as functional and structural data, they should
rather be considered a subclass of GABA,Rs
(Barnard et al., 1998; Kaila, 1994; Pan & Qian,
2005; Qian & Ripps, 1999).

During the development and maintenance
of GABAergic synapses (Huang, Di Cristo, &
Ango, 2007), a y-subunit (most commonly the
vY,) is indispensable for postsynaptic clustering of
GABA , receptors (Baer et al., 1999; Essrich, Lorez,
Benson, Fritschy, & Luscher, 1998; Fritschy &
Brunig, 2003). In contrast, the 8 subunit is present
exclusively in extrasynaptic and perisynaptic loca-
tions (Nusser, Sieghart, & Somogyi, 1998; Wei,
Zhang, Peng, Houser, & Mody, 2003). The & sub-
unit coassembles with the o, subunit in the dentate
gyrus and thalamic nuclei and with the o subunit
in cerebellar granule cells (Brickley, Cull-Candy,
& Farrant, 1996; Bright, Aller, & Brickley, 2007;
Chandra et al., 2006; Nusser et al., 1998; Wall &
Usowicz, 1997). oy is not present in cortical struc-
tures. The high-aflinity, slowly desensitizing 8 sub-
units work in combination with a, or a4 subunits
to generate tonic GABAergic transmission. Other
subunit combinations (Glykys et al., 2006) may
also produce a tonic current (section on “Structure
of GABA, Receptors”).

The molecular diversity of GABA,Rs, seen at
distinct points in time, undergoes profound changes
during brain development. During the early devel-
opmental time window when GABA,R signaling
operates in the absence of synapses, expression of



a, is low. In proliferating neuronal precursors, the
GABA Rs are mainly composed of a3y, subunits
(Laurie, Wisden, & Seeburg, 1992; Ma & Barker,
1995), which is followed by expression of as85y,
during differentiation. As explained in the section
“GABA, Signaling in Immature Neurons Devoid
of Synapses”, GABA R signaling works in a non-
synaptic manner at this stage. At the level of syn-
aptic transmission, the developmental changes in
GABA R subunits are associated with faster kinet-
ics of GABA-gated currents and increased desen-
sitization (Dunning, Hoover, Soltesz, Smith, &
O’Dowd, 1999; Hollrigel & Soltesz, 1997; Kapur
& Macdonald, 1999). It seems that developmental
expression of the o, subunit is a hallmark of the
maturation of GABA ,Rs in the brain (see Fritschy,
Paysan, Enna, & Mohler, 1994).

Ionic Selectivity

Ton channels show large variations in their selec-
tivity, and none of them are perfectly selective for
one ion only. The study of the anion selectivity
of GABA,Rs was begun half a century ago, and
the first reliable data were obtained using crayfish
preparations by Boistel and Fatt (1958), Kuffler and
Edwards (1958), as well as Takeuchi and Takeuchi
(1971) (for a review of the early work, see Kaila,
1994). Ion selectivity is not simply set by the geo-
metrical properties of the transmembrane chan-
nel (the width of its narrowest region) but also by
a competitive type of action of water and fixed
charges within the channel for binding of the per-
meant ions. These structural and electrostatic prop-
erties define the selectivity of a channel’s “ionic
filter” (Bormann, Hamill, & Sakmann, 1987;
Kaila, 1994; Takeuchi & Takeuchi, 1971).

Cl- and HCOj are the only anions that have a
significant permeability in GABA,Rs under phys-
iological conditions. The first demonstration that
HCO; is able to act as a significant carrier of cur-
rent was, again, based on work using crayfish muscle
fibers (that have an inhibitory GABAergic innerva-
tion as well as extrasynaptic GABA ,Rs) and neurons
(Kaila & Voipio, 1987; Voipio, Pasternack, Rydqyvist,
& Kaila, 1991). The relative permeability of HCO3;
vs. Cl- is around 0.2—0.4 (Bormann et al., 1987;
Kaila, 1994; Kaila & Voipio, 1987). Hence, it is clear
that the standard textbook view that £z, equals
E, is not correct. HCOj can act as the major carrier
of synaptically evoked GABAergic current under
steady-state conditions in mature neurons that have
a low intracellular Cl- concentration (Gulledge &
Stuart, 2003; Kaila et al., 1993).

In view of the evolutionarily conserved proper-
ties of the ionic filter of GABA Rs (Kaila, 1994;
Wooltorton, Whiting, & Smart, 1995; Wotring,
Chang, & Weiss, 1999), there is no reason to
believe that the developmental shift in £g,p, from
depolarizing to more negative values would be
attributable to the expression of channels with dis-
tinct anion permeability ratios. The contribution
of HCOj to depolarizing GABA, currents is very
small in immature neurons because of their high
intracellular CI- concentration (for a quantitative
treatment, see Farrant & Kaila, 2007).

Developmental Electrophysiology of
GABAergic Transmission
Postsynaptic Voltage Inhibition and
Shunting Inhibition

The input from a GABAergic neuron can evoke
various kinds of GABA R-mediated responses in a
target neuron. The best known—and the only one
described in many textbooks—is the hyperpolariz-
ing IPSP. As schematically shown in Figure 6.1A, the
voltage inhibition brought about by an IPSP acts to
counteract the positive voltage deflections caused by
simultaneous EPSPs, thereby decreasing the proba-
bility of action potential generation. As will be evi-
dent, an obligatory requirement for the generation
of a genuinely hyperpolarizing IPSP (where £ 5, is
more negative than the resting V) is active Cl~ extru-
sion by ion transporters located in the target neuron.

The opening of GABA 4Rs leads also to another
type of effect, known as shunting inhibition.
This term refers to the fact that the enhanced
Cl- conductance caused by the activation of a
set of GABA,R channels leads, by necessity, to a
decrease in the input resistance (R,,) of the target
neuron with a consequent attenuation of simulta-
neous EPSPs, and in the summation of temporally
successive EPSPs (Figure 6.1B). In other words,
shunting inhibition simply means short-circuiting
of excitatory inputs. The effect of the fall in R,, can
be expressed in terms of (i) a decrease in the “time
constant” T of the postsynaptic neuron, where a

high 7 (defined as T = R,C,,, where R, and C,, are
respectively the specific resistance and capacitance
of the cell membrane) implies effective temporal
summation of successive voltage changes. In addi-
tion to this, there is (ii) a decrease in the “space
constant” \ (defined as \ = \/% , where 7, and 7,
are the membrane and intracellular axial resistance
per unit length of cable) where a high N implies

effective spatial summation of voltage changes that
take place at various sites on the neuron.
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Figure 6.1 Basic mechanisms of GABA , receptor-mediated
postsynaptic responses: voltage inhibition and shunting inhi-
bition. (A) Voltage inhibition produces a hyperpolarizing shift
in the target neuron’s membrane potential (blue trace, “inh”),
thereby attenuating the depolarizing actions (red trace, “ex”)
of simultaneous excitatory synaptic inputs (as schematically
depicted by the green trace, “ex + inh”). An obligatory require-
ment for hyperpolarizing postsynaptic GABA , responses in

a resting neuron is a Cl~ electrochemical gradient maintained
by active chloride extrusion, which leads to a channel-medi-
ated influx of CI~ ions during the activation of GABA ,Rs (see
inset). (B) Shunting inhibition is based on the decrease in the
input resistance (R,,) of the target neuron, which is a direct
consequence of the conductance increase caused by GABA, R
activation. This leads to a reduction in the efficacy of sum-
mation of excitatory synaptic inputs, which occur within a
brief time window (reduction of time constant) and/or in
spatially distinct sites of the target neuron (reduction of space
constant). For further details, see text.

An important point is that postsynaptic volt-
age inhibition is always accompanied by shunt-
ing inhibition, but the opposite is not true.
There are various types of neurons with effective
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postsynaptic shunting inhibition that is not asso-
ciated with hyperpolarizing IPSPs. Moreover, it
should be emphasized that shunting inhibition
associated with a moderate depolarization is often
a more efficient type of inhibition than shunting
with hyperpolarization (Farrant & Kaila, 2007;
Kaila, 1994). A modest depolarization can inacti-
vate fast voltage-gated Na* channels and activate
K* channels, thereby leading to a decrease in the
overall excitability of the neuron. Furthermore,
for biophysical reasons discussed elsewhere
(Farrant & Kaila, 2007; Kaila, 1994), the GABA-
gated conductance associated with an IPSP, and
hence the efficacy of shunting inhibition, is higher
at slightly depolarized than hyperpolarized values
of V.. In the context of brain development, it is
intriguing that the depolarizing GABA action in
the neonatal rat neocortex (Yamada et al., 2004)
has been shown to be functionally inhibitory
(Minlebaev, Ben-Ari, & Khazipov, 2007).

Recent work has shown that Cl- regulation
in neurons can be compartmentalized to the
extent that GABA-PSPs have a distinct polarity
in distinct subcellular compartments. A striking
example here is provided by the axon initial seg-
ment (AIS) of cortical and hippocampal pyra-
midal neurons, where GABAergic inputs evoke
depolarizing PSPs, while the somatodendritic
compartment generates conventional hyperpolar-
izing IPSPs (Szabadics et al., 2006; Khirug et al.,
2008). This difference reflects a sustained gradi-
ent of Cl~ along the axo-somato-dendritic axis,
where the highest Cl- levels are seen in the AIS
and the lowest in the dendrites. At an anatom-
ical level, this also means that various kinds of
interneurons targeting specific subcellular sites
can evoke quantitatively and also qualitatively
distinct responses.

GABAergic Depolarization and Excitation
in Immature Neurons

Practically all animal cells maintain a high intra-
cellular CI- concentration (Pedersen, O’Donnell,
Anderson, & Cala, 2006; Russell, 2000). An
important exception is provided by most types of
adult vertebrate central neurons, which actively
extrude Cl. A corollary of this basic biological
fact is that GABAergic responses in immature neu-
rons are depolarizing, because GABA,R activa-
tion will lead to an efflux of the negatively charged
chloride ions.

In immature brain tissue, GABAergic signaling
starts in the absence of synapses in a “paracrine” or



“autocrine” manner (section on “GABA , Signaling
in Immature Neurons Devoid of Synapses”), and
the depolarizing effects activate voltage-gated Ca?*
channels (Ben-Ari, 2002; Owens & Kriegstein,
2002). After the maturation of GABAergic syn-
apses, the responses evoked by synaptically
released (and in some cases by ambient) GABA are
depolarizing.

Very often, an a priori criterion for a genuinely
excitatory, action potential-triggering nature of
GABAergic transmission is based on the level of
the reversal potential of the GABA,R-gated cur-
rent. This means that GABA is considered to have
an excitatory action if E;,z, > action potential
threshold. This kind of reasoning has major flaws:

1. Even with a strongly depolarizing GABA
response, the conductance increase linked to
GABA,R activation will lead to a shunting
action that will manifest itself as a positive shift
in the action potential threshold to more positive
potentials.

2. Already in the classical electrophysiological
literature dating back more than half a century (for
an excellent review, see Katz, 1966), it was a well-
recognized fact that the action potential threshold
for an incoming signal is not constant. In particu-
lar, while a fast depolarization may readily trigger a
spike, a slower change in V,, of identical magnitude
may be completely inefficient. This is because the
intrinsic properties of the target neuron (including
the availability of fast sodium channels and acti-
vation of potassium channels) are affected by both
the rate and magnitude of the change in V.

In neurons with intrinsic bursting characteris-
tics, the relationship between depolarizing inputs
and triggering of spikes is even more complicated
than in a classical Hodgkin—Huxley-type neuron
(see point 2 above). All these facts underscore the
context-dependence of GABAergic signaling, and it
is therefore not surprising that GABA ,R-mediated
transmission has frequently been reported to exert
“dual” (i.e., both excitatory and inhibitory) actions
in neurons and neuronal circuits (Jean-Xavier,
Mentis, O’Donovan, Cattaert, & Vinay, 2007;
Khalilov, Dzhala, Ben-Ari, & Khazipov, 1999;
Lamsa, Palva, Ruusuvuori, Kaila, & Taira, 2000).
This context-dependence gains even more weight
when considering GABAergic actions in a living
brain, where the value of V,, in neurons is contin-
uously fluctuating, and action potential generation
is influenced by a multitude of intrinsic and extrin-
sic factors.

In addition to providing insights into the basic
aspects of GABAergic inhibition, the two sections
above make it clear that the currently widespread
idea of a singular “developmental switch from
depolarizing to hyperpolarizing GABA action,”
which, astonishingly, is often thought to reflect a
“developmental switch from GABAergic excitation
to inhibition during neuronal maturation,” implies
a fundamental misconception of how synaptic
transmission works. The developmental change in
Epa to more negative values is rather a shift than
a switch, especially because a change from depo-
larization to hyperpolarization is not a necessary
condition for the emergence of inhibitory transmis-
sion, as explained above.

GABA , Signaling in Immature Neurons
Devoid of Synapses

During early development, a tonic GABA ,R-
mediated conductance is present in cortical
neurons prior to formation of functional synap-
ses (Demarque et al.,, 2002; LoTurco, Owens,
Heath, Davis, & Kriegstein, 1995; Owens, Liu,
& Kriegstein, 1999; Serafini et al., 1995). There
are various sources of GABA that might account
for the tonic conductance in early develop-
ment. For instance, axonal growth cones release
GABA in a vesicular manner (Gao & van den Pol,
2000). Moreover, GABA released by astrocytes
has been shown to activate GABA, receptors in
cultured embryonic rat hippocampal neurons
(Liu, Schaffner, Chang, Maric, & Barker, 2000).
Another potential source for interstitial GABA
is nonvesicular release via reversal of the GABA
transporters (Richerson & Wu, 2003). The main
neuronal GABA transporter, GAT-1, has a stoi-
chiometry of 1 GABA:2 Na:1 CI- (Cammack,
Rakhilin, & Schwartz, 1994; Richerson & Wu,
2003). Hence, possible developmental changes in
the intra- and extracellular ionic concentrations, in
addition to the membrane potential, can affect the
operation of the transporter. It has been suggested
that paracrine GABA signaling is attributable to a
lack of GABA uptake during the perinatal period
in rats (Demarque et al., 2002; but see Sipild,
Voipio, & Kaila, 2007). Others have shown that
GABA can be released via the reversal of transport
from axonal growth cones in response to elevated
extracellular K* (Taylor & Gordon-Weeks, 1991).

Although there are various possible sources for
interstitial GABA during early development, it
should be noted that a pronounced tonic GABA
current persists in immature cortical pyramidal
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neurons even under conditions where neuronal
vesicular release is strongly suppressed (Demarque
et al., 2002; Sipild et al., 2007; Valeyev, Cruciani,
Lange, Smallwood, & Barker, 1993). Blocking the
main neuronal GABA transporter GAT-1 (in the
absence of added GABA) leads to an increase in
the magnitude of the tonic GABA , conductance. It
also prolongs the decay of the slow GABAergic cur-
rent component seen during spontaneous network
events (known as giant depolarizing potentials; sec-
tion on “Giant Depolarizing Potentials”) in rat hip-
pocampal neurons already at birth. These findings
indicate that GABA transport is functional and
operates in net uptake mode during the perinatal
period (Sipild, Huttu, Voipio, & Kaila, 2004; Sipild
et al., 2007).

In contrast to cortical pyramidal cells where a
tonic GABA, conductance appears to be present
throughout development, in cerebellar granule
cells, a tonic GABA, conductance is seen only in
neurons with functional GABAergic synapses and
its magnitude increases during maturation (Brickley
et al., 1996). The tonic GABA, current appears to
result from an “spill-over” of synaptically released
GABA in these neurons. Synaptic vesicular release
has been ascribed a major role also in mature tha-
lamic relay cells of the dorsal lateral geniculate
nucleus and hippocampal neurons (Bright et al.,
2007; Glykys & Mody, 2007).

GABA,Rs can be in an open state, albeit with
a low probability, even in the absence of agonist
binding, which could account for the generation of
tonic GABA , currents (see, e.g., Birnir, Everitt, Lim,
& Gage, 2000; Campo-Soria, Chang, & Weiss,
2006; Chang & Weiss, 1999; Jones, Whiting, &
Henderson, 2006; McCartney, Deeb, Henderson, &
Hales, 2007). However, manipulation of the extra-
cellular GABA concentration alters the magnitude
of the tonic current, which is blocked by competitive
GABA,R antagonists (Farrant & Nusser, 2005).
Hence, an increase in the open probability of extra-
synaptic GABA,Rs resulting in a tonic GABA , con-
ductance is brought about by agonist binding.

In principle, any GABA R can mediate a tonic
conductance. However, extracellular GABA, esti-
mated to have a concentration of 0.2-1.5 pM
in mature native tissue (Ding, Asada, & Obata,
1998; Kuntz et al., 2004; Lerma et al., 1986;
Tossman & Ungerstedt, 1986), preferentially
activates those receptors that have a high athn-
ity for GABA and exhibit little or slow desensi-
tization (Farrant & Nusser, 2005). A key role has
been ascribed to the & subunit of the GABA,R in
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the mediation of the tonic GABA, conductance
in mature cerebellar and dentate gyrus gran-
ule cells (Brickley et al., 1996; Brickley, Revilla,
Cull-Candy, Wisden, & Farrant, 2001; Hamann,
Rossi, & Attwell, 2002; Nusser et al., 1998; Stell
et al., 2003) as well as in thalamocortical neu-
rons of the dorsal lateral geniculate and ventral
basal thalamus (Belelli, Peden, Rosahl, Wafford,
& Lambert, 2005; Cope, Hughes, & Crunelli,
2005; Jia et al., 2005). Under standard in vitro
conditions, the & subunit-containing GABA ,Rs
are activated also in pyramidal neurons of the
hippocampus  (Scimemi, Semyanov, Sperk,
Kullmann, & Walker, 2005), where an increase
in the extracellular GABA concentration has
been used in order to detect tonic activation of
as-subunit containing receptors (Caraiscos et al.,
2004; Scimemi et al., 2005; but see Prenosil et al.,
2005). Hence, the presence and characteristics of
a tonic GABA ,R-mediated conductance depend
on the source and regulation of extracellular
GABA and on the GABA subunit composition
of the target cell. That a tonic GABA, current is
present in vivo has been shown by Chadderton,
Margrie, and Hausser (2004) in mature cerebellar
granule cells. It is unlikely that the 8-subunit has
a key role in the mediation of the tonic GABA,
conductance in immature hippocampal pyrami-
dal neurons since the neurosteroid tetrahydrode-
oxycorticosterone (which enhances the current
mediated by 8-subunit containing GABA recep-
tors; see Stell et al., 2003) has little effect on the
tonic current in these cells (Marchionni, Omrani,
& Cherubini, 2007). The a5 subunit has been pro-
posed to be involved in the mediation of the tonic
GABA current in the immature pyramidal cells
(Marchionni et al., 2007).

Depolarizing and Excitatory Effects of
GABA in Mature Neurons

A very robust, HCOj-dependent depolariza-
tion evoked by GABA is seen in adult hippo-
campal and cortical neurons under a number of
conditions where massive activation of GABA,Rs
takes place. For instance, in the mature rat hip-
pocampus, exogenous application of GABA , ago-
nists (Alger & Nicoll, 1979) or high-frequency
stimulation  (Fujiwara-Tsukamoto,  Isomura,
Imanishi, Fukai, & Takada, 2007; Grover,
Lambert, Schwartzkroin, & Teyler, 1993; Kaila,
Lamsa, Smirnov, Taira, & Voipio, 1997) of
GABAergic axons evokes a biphasic response in
CA 1 pyramidal neurons. This response consists



of a fast initial hyperpolarization, followed by a
depolarization with a duration of up to several sec-
onds that is strong enough to trigger spike bursts
in the pyramids. Thus, during intense interneu-
ronal activity, GABA’s signaling role can change
qualitatively from inhibitory to excitatory.

A detailed analysis (Kaila et al., 1997; Smirnov,
Paalasmaa, Uusisaari, Voipio, & Kaila, 1999) of
the ionic bases of the biphasic response has shown
that (1) the early hyperpolarization evoked by high-
frequency stimulation represents a summation of
individual hyperpolarizing IPSPs. (2) The initial
phase of the depolarization is caused by anionic
redistribution, where the inwardly directed HCO;3
current drives a depolarization that promotes the
uptake of Cl" and hence leads to a fast positive
shift in Egyp, (see Figure 7 in Kaila et al., 1997).
(3) The prolonged late depolarization that is seen
afterwards is caused by an increase in extracellular
K. This is attributable to the recovery of the neuro-
nal [Cl7]; levels which requires a net coeflux of CI-
and K* in a 1:1 stoichiometry. Notably, during the
prolonged depolarization, the V,, of the pyramidal
neurons achieves a level that is much more depo-
larized than the simultaneous value of E;,p4. The
biphasic response cannot be generated by rat CAl
pyramidal neurons before P10—12 because of the
lack of intraneuronal carbonic anhydrase activity
(section on “Development of HCOj3-dependent
Excitatory GABAergic Signaling”.).

Role of Ion Transporters in the Maturation
of GABA, Signaling

In a study that has by now become a classi-
cal paper in its field, Obata and coworkers exam-
ined chick spinal motor neurons cocultured with
muscle fibers, and they used the muscle end-plate
potential as a reliable indicator of action poten-
tials generated in the motor neurons (Obata,
Oide, & Tanaka, 1978). What they observed was
a clear excitatory action of GABA (and glycine) in
cultures taken from 6-8-day-old embryos, while
an inhibitory effect was seen in more mature cul-
tures, starting at embryonic day 10. Immature
neurons have a very high input impedance, and
obtaining direct estimates of the resting mem-
brane potential is difficult (section on “Basic
Concepts and Terminology”). Nevertheless, the
microelectrode recordings made from the motor
neurons by Obata and coworkers indicated a shift
in GABA,R action from depolarizing to more
negative (and hyperpolarizing) values. As already
pointed out, this kind of a developmental shift in

GABA R action has now been described through-
out the CNS. The underlying mechanisms operate
at the level of functional expression of ion trans-
porters that control the plasmalemmal Cl- gra-
dient and thereby set the value of Eg,p,. These
mechanisms are described below.

Most of the observations on the ontogeny of
neuronal chloride regulation are based on work on
mammalian cortical neurons, and it is worth not-
ing that such data have often and erroneously been
generalized to other types of neurons. It has become
increasingly evident that there are major region- and
cell-specific differences in the developmental and
functional expression patterns of Cl- transporters
(Blaesse et al., 2006). There are also species differ-
ences. During avian brain development, nicotinic
cholinergic activity plays a crucial role in the mat-
uration of GABAergic transmission (Liu, Neff, &
Berg, 2006), and in the avian auditory brain stem,
GABA is rendered inhibitory during development
because of an increase in low-voltage activated out-
ward currents mediated by Kvl-type K* channels
(Howard, Burger, & Rubel, 2007).

Ion Transporters: Basic Properties

There are two main types of molecules that pro-
vide the basis for electrophysiological activity in
excitable cells: (i) ion transporters that actively gen-
erate and maintain transmembrane electrochemi-
cal ion gradients and (ii) ion channels that (when
activated) permit a conductive flux (a current) of
one or more ion species driven by these gradients.
Active ion transport against the prevailing electro-
chemical gradient consumes energy, whereas ion
flux across channels is a thermodynamically passive
(“downhill”) process.

With respect to their energy input, ion trans-
porters can be classified into (1) primary active
transporters (transport ATPases) that are fueled
by ATP and (2) secondary active transporters
where the energy for the transport of the driven
ion is derived from the electrochemical gradient of
some other ion species. The best known example
of a primary active transporter is the ubiquitous
Na-K ATPase, which maintains a high concentra-
tion of intracellular K* and a low concentration of
intracellular Na*. The secondary active transport-
ers include cotransporters such as the cation chlo-
ride cotransporters (CCCs) that play a key role in
neuronal Cl- regulation. Uptake of Cl- in many
(but perhaps not all) neurons is driven by the Na*
gradient that acts as the energy source for Na-K-
2Cl cotransport (NKCC), while extrusion of Cl-is
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based on K-CI cotransport (KCC) driven by the
K* gradient. Ion transporters involved in neuro-
nal HCO3/pH regulation are also of the second-
ary active type (Chesler, 2003; Romero, Fulton,
& Boron 2004) and they include the Na*-coupled
bicarbonate transporters (NCBTs), the sodium-
independent CI/HCO; exchanger, and the Na/H
exchangers. Apart from Na/H exchange, all the
ion transporters above are schematically depicted
in Figure 6.2. The ultimate source of energy for
all these secondary active transporters is derived
from the Na—K ATPase. The neuronal isoform
of the Na—K pump shows a steep upregulation
in expression during development (Erecinska,
Cherian, & Silver, 2004).

Immature
B Na*k*2cI- cl-

Maturation of Neuronal Chloride
Regulation
CHLORIDE EXTRUSION

As is the case for most of the fundamental
mechanisms underlying GABAergic inhibition, the
first observations on K—Cl cotransport were done
in crayfish preparations (Aickin, Deisz, & Lux,
1982; Deisz & Lux, 1982) and later in mammalian
cortical neurons (Misgeld, Deisz, Dodt, & Lux,
1986; Thompson, Deisz, & Prince, 1988a, 1988b;
Thompson & Gihwiler, 1989).

Based on its 1:1 stoichiometry, K~ClI cotrans-
port is at equilibrium when the equilibrium poten-
tials of K* (Ex) and Cl~ (£()) are equal (Kaila, 1994;
Williams & Payne, 2004). This equilibrium is rarely

Hyperpolarizing

Mature

Na*HCO3 CI

P

Figure 6.2 Ionic mechanisms underlying GABA , receptor mediated transmission in immature and mature cortical neurons.

(A) NKCCI1 mediates Cl- uptake and KCC2 CI- extrusion in immature and mature cortical neurons, respectively. These
secondary active transporters are fuelled by the Na* and K* gradients generated by the Na-K ATPase. Because the intracellular
concentration of CI- is high and controlled mainly by NKCCI in the immature neurons, the rather positive value of Eg,p, is not
affected by transporters that affect intracellular HCO;™. (B) In mature neurons, the Cl- fluxes mediated by the HCO;-dependent
exchangers (AE3 and the Na*-dependent CI/HCO; exchanger, a member of the NCBTs) cannot be ignored. Note, however, that
Cl- is not a substrate of all NCBTs (Parker & Boron, 2008). These anion exchangers as well as Na/H exchangers (not illustrated)
have a direct influence on the intraneuronal HCOj;~ concentration which, in turn, has a significant effect on £, in mature
neurons. During intense GABAergic activity, carbonic anhydrase isoform VII (CAVII; expressed around P10-P12) plays a key
role in the replenishment of intraneuronal HCO;~, which makes it a key molecule in the generation of depolarizing and even excit-

atory GABAergic responses in mature neurons (cf. Figure 6.3).
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achieved, but a most important point here is that in
neurons, Ey is more negative than the resting V, and
this is exactly the reason why K—Cl cotransport is
able to support hyperpolarizing IPSPs. In most cen-
tral neurons studied so far, the molecule that acts
as the main chloride extruder is the neuron-specific
KCC isoform KCC2 (Balakrishnan et al., 2003;
DeFazio, Keros, Quick, & Hablitz, 2000; Hubner
etal., 2001; Payne, Stevenson, & Donaldson, 1996;
Riveraetal., 1999; Williams et al., 1999), but recent
data indicate that KCC3 may also have a signifi-
cant role in certain neurons (Boettger et al., 2003).
Some immature neurons express KCC4, at least at
the mRNA level (Li, Tornberg, Kaila, Airaksinen,
& Rivera, 2002).

The gramicidin-perforated patch clamp tech-
nique, where a flux of Cl- does not occur between
the recording pipette and the intracellular com-
partment (Kyrozis & Reichling, 1995), is thought
to be an ideal technique to study the presence and
efficacy of Cl- extrusion in the context of develop-
mental £G,p, shift and other phenomena that are
accompanied by changes in CI regulation (e.g.,
neuronal trauma; Payne, Rivera, Voipio, & Kaila,
2003; Rivera et al., 2005). Measuring £ 5, in a rest-
ing neuron can, however, at best verify the presence
of Cl- extrusion, because without extrusion of Cl-,
Eapa can never attain a steady-state level that is more
negative than the resting V. If the influx via most
or all pathways that mediate CI~ influx into a neu-
ron (the cellular chloride load) is very small, a very
ineflicient CI- extrusion mechanism would be able to
maintain a rather negative or even hyperpolarizing
E¢apa- Thus, it is much more important to measure
the efficacy of CI~ extrusion (Jarolimek, Lewen, &
Misgeld, 1999; Khirug et al., 2005). In order to char-
acterize the physiological importance of a Cl- extru-
sion mechanism, experiments should be based on a
procedure where a defined Cl- load is imposed on a
cell, and the cell’s capability to maintain the level of
CI; provides a valid estimate of the efficacy of extru-
sion (Khirug et al., 2005). At steady state, the CI-
influx mediated by the loading procedure gives an
estimate of the amount of net Cl- extrusion. This
approach has been used in the study of cellular pH
regulation for several decades (Roos & Boron, 1981).

CHLORIDE UPTAKE

Neuronal CI- uptake mediated by the Na-K-
2Cl cotransporter isoform 1 (NKCCI) is generally
thought to underlie the well-known depolarizing
action of GABAergic transmission in dorsal root
ganglion neurons (Alvarez-Leefmans & Russell,

1990). Recent data also point to NKCCI as the
main Cl~ uptake mechanism in developing hip-
pocampal and neocortical neurons (Achilles et al.,
2007; Sipild, Schuchmann, Voipio, Yamada, &
Kaila, 2006b; Yamada et al., 2004). In contrast, the
identity of the transporters that account for depolar-
izing GABA actions in the immature auditory brain
stem and retina are not known (Balakrishnan et al.,
2003; Vardi, Zhang, Payne, & Sterling, 2000).

Cation-Chloride Transporters in Neuronal
Development
STRUCTURE AND MOLECULAR DIVERSITY OF
CATION-CHLORIDE COTRANSPORTERS

The CCC family is also known as solute car-
rier family 12 (S/c12) and belongs, according to the
transporter classification database, to the amino
acid—polyamine—organocation superfamily (Saier,
Tran, & Barabote, 2006). Out of the nine CCC
family members (S/c12A41-9) described so far, seven
CCCs have been identified as transporters and the
function of two of them remains unknown (Blaesse,
Airaksinen, Rivera, & Kaila, 2009; Mercado,
Mount, & Gamba, 2004; Payne, Rivera, Voipio,
& Kaila, 2003). Three types of CCCs have been
described: (i) two members are Na—K—2Cl cotrans-
porters (NKCC1 and NKCC2), (ii) one is a Na—Cl
cotransporter (NCC), and (iii) four are K-CI
cotransporters (KCC1-4). The predicted secondary
structures for all CCCs contain 12 transmembrane
domains flanked by a relatively small intracellular
N terminus and a large intracellular C terminus
that constitutes about half the protein. Except for
NKCC2 and NCC, which are kidney-specific, all
other CCCs seem to be expressed in the CNS. The
molecular diversity of the CCCs is further increased
by alternative splicing. Splice variants are known
for NKCC1, NKCC2, KCC1, KCC2, and KCC3
(Adragna, Fulvio, & Lauf, 2004; Gamba, 2005;
Mercado et al., 2004; Uvarov et al., 2007).

REGULATION OF TRANSPORT PROTEIN
EXPRESSION AND FUNCTIONALITY: AN
OVERVIEW

The regulation of the functionality of proteins
has to match the physiological “needs” of a neu-
ron and, in addition, there must be a fine balance
(or a compromise) between cost effects, resources,
and safety factors (see Diamond, 1993). The anion-
regulatory transmembrane proteins are rather large
(and hence costly), with more than 1000 amino
acid residues. On the other hand, a reserve pool of
a protein is needed for a cell to react in an adaptive
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manner within a short timescale. This means that
for long-term changes, such as developmental pro-
cesses, changes in gene expression leading to net
changes in protein synthesis are necessary. In con-
trast, for short-term changes, a cell has to rely on
a reserve pool of proteins that can be activated or
inactivated within minutes. A classical example
here is the trafficking of the Na—K ATPase to the
membrane of muscle cells during increased motor
activity (Clausen, 1986). Similar situations must
be numerous in neurons, but this perspective has
not attracted much attention among neurobiolo-
gists studying chloride transport functions (but see
Senatorov, Stys, & Hu, 2000).

During the development of cortical neurons,
there is a close correlation between the mRNA
expression levels of NKCC1 and KCC2 and the
“functional expression” of these two transporters
(i.e., the number of active transporters; Farrant &
Kaila, 2007; Payne, Rivera, Voipio, & Kaila, 2003).
However, such a clear link from gene expression to
protein function is by no means a default situation.
NKCCI1 expression is not detectable in immature
brain stem neurons that, nevertheless, have depo-
larizing GABA, responses based on a relatively
positive £, and, at the same time, KCC2 is already
expressed at a high level (Balakrishnan et al., 2003;
Blaesse et al., 2006). These findings show that the
immature neurons in the brain stem express an as
yet unidentified transporter that accumulates CI-.
In addition, they have two general implications:
(i) the available data and conclusions that point to
a key role of NKCC1 in Cl- uptake in immature
neocortical and hippocampal neurons cannot be
directly extrapolated to other brain regions; (ii) the
mere presence of KCC2 protein in a neuron does
not necessarily imply the presence of functionally
active KCC2. KCC2 protein that is functionally
inactive has also been observed in primary cortical
cultures during the first few days in vitro (Khirug
et al., 2005).

A high level of KCC2 has been detected in the
spines of cortical neurons (Gulyas, Sik, Payne,
Kaila, & Freund, 2001). This was a surprising
observation, because in cortical neurons, the vast
majority of glutamatergic synapses are formed on
dendritic spines (Hering & Sheng, 2001), while
GABAergic synapses are mainly located on the
somata and on dendritic shafts devoid of spines
(Freund & Buzsaki, 1996). A recent study sheds
light on this paradox by showing that, indepen-
dent of its Cl- transport function, KCC2 has a
structural role in spine formation (Li et al., 2007).
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This observation suggests that KCC2 expression in
spines acts as a synchronizing factor in the devel-
opment of inhibitory and excitatory transmission.
Moreover, KCC2 appears to have a role in the gen-
esis of GABAergic synapses (Chudotvorova et al.,
2005). Thus, these findings demonstrate that the
CCCs are not only working as Cl~ pumps, but also
show that plasmalemmal proteins are often mul-
tifunctional (Denker & Barber, 2002). The mul-
tifunctionality of proteins in general and of ion
transporters in particular (Bennett & Baines, 2001;
Hilgenberg, Su, Gu, O’'Dowd, & Smith, 2006; Li
etal., 2007; Liang et al., 2007) is, in fact, not unex-
pected in view of the rather small number of genes
(around 20,000) in the mammals.

It is obvious that mechanisms operating at
the transcriptional level are not sufficiently fast
to account for short-term changes that have been
observed in neuronal Cl- regulation (Fiumelli,
Cancedda, & Poo, 2005). Posttranslational modi-
fications, such as phosphorylation, comprise an
important set of mechanisms to regulate CCC
activity in a fast manner. It has been known for
many years that phosphorylation and dephos-
phorylation play a pivotal role in the regulation of
CCC transport activity (Gamba, 2005; Russell,
2000). The effects of pharmacological manipula-
tions of phosphorylation mechanisms on NKCCl1
and KCC2 are qualitatively dissimilar because,
in general, NKCCs are activated by phosphory-
lation and KCCs by dephosphorylation (Payne
et al., 2003). In addition, a functional interaction
of several kinases (e.g., WNK3, WNK4, SPAK,
and creatine kinase) with NKCC1 or KCC2 (or
both of them) has been demonstrated (Delpire &
Gagnon, 2006; Inoue, Ueno, & Fukuda, 2004;
Kahle et al., 2006). Evidence for a change of the
phosphorylation state of the transporter proteins
during development or after manipulations of
phosphorylation is rather weak or controversial
(Stein, Hermans-Borgmeyer, Jentsch, & Hubner,
2004; Vale, Caminos, Martinez-Galan, & Juiz;
2005; Wake et al., 2007). Recently, however, it
has been shown that a direct phosphorylation of
KCC2 by protein kinase C (PKC) is involved in
KCC2 trafhicking (Lee et al., 2007).

The quaternary structure is a crucial determi-
nant of the functions of all proteins, but there is
little data on the quaternary structure of func-
tional, plasmalemmal CCCs. Hetero- and homoo-
ligomers of the different CCCs have been described
for nearly all CCCs (Blaesse et al., 2006; Casula
etal., 2001; de Jong et al., 2003; Moore-Hoon and



Turner, 2000; Simard et al., 2007; Starremans,
Kersten, van den Heuvel, Knoers, & Bindels,
2003). A dominant-negative effect of a transport-
inactive KCC1 mutant and a very strict correlation
of the age-dependent oligomerization and the age-
dependent activation of KCC2 suggest that oligo-
merization is essential for KCC activation (Blaesse
et al., 2006; Casula et al., 2001). Nevertheless, an
important point to make here is that the available
data are not conclusive regarding the mechanism
whereby oligomerization affects CCC transport
functions.

Unsurprisingly, when considering neuro-
nal anion homeostasis as a whole, the regula-
tion of NKCC1 and KCC2 and the regulation
of GABA,Rs share some basic mechanisms. As
mentioned above, PKC regulates KCC2 traf-
ficking (Lee et al., 2007), and this kinase is also
involved in the regulation of GABA R traflicking
(Kittler & Moss, 2003; Michels & Moss, 2007).
This kind of synergy becomes even more evident
when intrinsic factors that regulate CCCs and
GABA,Rs are considered. One of these intrin-
sic factors is the brain-derived neurotrophic fac-
tor (BDNF), which increases KCC2 expression in
immature neurons (section on “Changes in KCC2
Expression: Overlapping Mechanisms in Neuronal
Differentiation and Damage”; Aguado et al,
2003; Rivera et al., 2004). The transcription fac-
tor “early growth response 4” (Egr4), which seems
to be under the control of BDNF (O’Donovan,
Tourtellotte, Millbrandt, & Baraban, 1999),
induces KCC2 expression (Uvarov, Ludwig,
Markkanen, Rivera, & Airaksinen, 2006). In more
mature neurons, BDNF has the opposite effect and
downregulates KCC2 expression (Rivera et al.,
2002, 2004; see also Wardle & Poo, 2003). Such
an age-dependent BDNF function has also been
described for GABA ,Rs (Mizoguchi, Ishibashi, &
Nabekura, 2003). In immature hippocampal neu-
rons, BDNF potentiates GABA ,R-mediated cur-

rents, whereas it suppresses them later on.

THE DEVELOPMENTAL SHIFT FROM
DEPOLARIZING TO MORE NEGATIVE (AND
HYPERPOLARIZING) GABA, SIGNALING

The subheading of this section looks clumsy,
but there is a good reason for this: there is no uni-
versal developmental shift from depolarizing to
hyperpolarizing. As explained above, virtually all
central neurons undergo a developmental change
where Eg 45,4 is initially at a very positive level, and
GABAergic transmission produces depolarizing

and often also excitatory responses. To reiterate, the
negative shift does not have to achieve a hyperpo-
larizing value (i.e., a change in polarity, often called
the “developmental switch”) to render GABA , sig-
naling inhibitory. Even a depolarizing GABAergic
input can be strongly inhibitory.

The negative shift in E;,z, appears to be a
ubiquitous feature of central neurons, with some
notable exceptions described above. In hippocam-
pal and neocortical neurons, the shift is attrib-
utable to the developmental upregulation of KCC2
that is thought to be paralleled by a downregula-
tion of NKCC1 (Blaesse, Airaksinen, Rivera, &
Kaila, 2009; Lu, Karadsheh, & Delpire, 1999;
Plotkin et al., 1997; Rivera et al., 1999, 2005;
Yamada et al., 2004).

The first observations related to the molecu-
lar mechanisms of the Eg,p, shift were made by
Rivera et al. (1999), who showed that upregulation
of KCC2 renders GABA hyperpolarizing in rat
CA1 hippocampal neurons. The key to this finding
were experiments that showed an increase in KCC2
expression during the first two postnatal weeks, a
time window which was known to be associated
with a negative shift in Eg,p5,. Because there are
no selective drugs to block CCCs in an isoform-
specific manner (see Payne, 1997; Payne, Rivera,
Voipio, & Kaila, 2003; Russell, 2000), gene knock-
down experiments had to be performed to confirm
the role of KCC2 in the generation of hyperpolariz-
ing GABA , responses. We know now that effects at
the level of gene expression are not the only mecha-
nisms that influence the functional expression of
KCC2 (see section “Regulation of transport protein
expression and functionality: an overview”). Indeed,
a comparison of the levels of KCC2 expression and
functionality in cultured neurons and neurons in
slice preparations showed that the delay from the
increase in gene and protein expression to func-
tional activation is very brief in native cortical neu-
rons, but a much longer delay is seen in cultured
neurons (Khirug et al., 2005). Hence, activation
patterns in hippocampal primary cultures appear to
mimic the delayed activation of KCC2 that is seen
in the brain stem. Recently, it has been observed
that the developmental expression of KCC2 shows
gender-specific differences in various brain areas
(Galanopoulou, 2005; Perrot-Sinal, Sinal, Reader,
Speert, & McCarthy, 2007), which may contribute
to gender differences in susceptibility to epilepsy.

Some central neurons do not express KCC2.
These include the dopaminergic neurons in the
substantia nigra (Gulacsi et al., 2003) as well as
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a population of neurons in the nucleus reticularis
thalami (Bartho, Payne, Freund, & Acsady, 2004).
Perhaps the weak GABAergicinhibition the KCC2-
devoid neurons experience (e.g., Gulacsi et al.,
2003) is important for tonic spiking and the conse-
quent secretion of dopamine. One might speculate
that a lack of KCC2 (and/or other CI- extruders,
e.g., KCC3) is a general feature of neurons that
secrete neuromodulatory amines.

CHANGES IN KCC2 EXPRESSION:
OVERLAPPING MECHANISMS IN NEURONAL
DIFFERENTIATION AND DAMAGE

With notable exceptions discussed above, the
level of expression of KCC2 has turned out to be
a useful indicator of the state of neuronal differen-
tiation. The increase in KCC2 mRNA expression
levels not only faithfully follows well-established
patterns of neuronal maturation (see Rivera et al.,
1999, 2005), but there is also a prompt down-
regulation of KCC2 expression during neuronal
damage such as seen in epilepsy and axotomy
(Nabekura et al., 2002; Payne et al., 2003; Rivera
et al., 2002, 2004; Toyoda et al., 2003). Damage
to adult neurons often leads to the expression of
genes that are expressed at an embryonic or fetal
stage, and this kind of dedifferentiation, is accom-
panied by downregulation of genes that are charac-
teristically active in mature neurons. These events,
a “recapitulation of ontogeny” may reflect a strat-
egy to enable rewiring and repairing of damaged
neuronal circuitry (Cohen, Navarro, Le Duigou,
& Miles, 2003; Payne et al., 2003).

Based on studies on the consequences of epi-
leptic activity in vivo and in vitro, the molecular
mechanisms underlying the down- and upregula-
tion of KCC2 have been at least partly identified.
Epileptic activity leads to an increase in the expres-
sion of BDNF and its plasmalemmal receptor TrkB
(Binder, Croll, Gall, & Scharfman, 2001; Huang
& Reichardt, 2001, 2003). Following in vivo kin-
dling, the expression of KCC2 showed a rapid,
pronounced fall in those regions of the epileptic
hippocampus where BNDF-TtkB upregulation is
known to be most salient (Rivera et al., 2002), and
parallel in vitro experiments established a direct
causal link from TrkB activation to KCC2 down-
regulation (Rivera et al., 2002, 2004). In experi-
ments on tissue from transgenic mice with point
mutations in their TrkB receptors (cf. Minichiello
etal., 1998), the downregulation of KCC2 requires
the activation of the two major TrkB-mediated
signaling cascades, the PLCY and Shc activated
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pathways. Interestingly, activation of the Shc cas-
cade in isolation leads to an increase in KCC2
expression (Rivera et al., 2004), which suggests a

role for this pathway in the developmental upregu-
lation of KCC2.

INSIGHTS BASED ON TRANSGENIC KCC2 MICE

Transgenic animals (e.g., knock-out mice) are
valuable tools for analyzing the functions of a
defined protein. Regarding KCC2, four transgenic
mouse strains have been generated: (i) knock-out
strains in which the KCC2 expression is completely
absent (KCC2; Hubner et al.,, 2001; Vilen,
Eerikdinen, Tornberg, Airaksinen, & Savilahti,
2001); (ii) a knock-down strain with 5%—8% (Woo
et al., 2002); (iii) a hypomorph strain with about
30% (Vilen et al., 2001); and (iv) an intercrossed
knock-out/hypomorph strain with 15%-20% of
the wild-type KCC2 expression level (Tornberg,
Voikar, Savilahti, Rauvala, & Airaksinen, 2005).
They provide an exceptional possibility to compare
different strains with graded variations in KCC2
expression levels.

Disruption of the Slc/2A5 gene, which inhibits
KCC2 expression completely, results in mice that
die immediately after birth due to severe motor
defects, including respiratory failure (Hubner
etal., 2001). In the transgenic knock-down mouse
strain, exon 1 of the known S/I12A45 sequence
was targeted (Woo et al., 2002). For an initially
unknown reason, 5%-8% of the KCC2 expres-
sion was retained. In contrast to the KCC27"-
mice, the knock-down mice are viable after birth
but die after around two postnatal weeks due to
spontaneous generalized seizures (Woo et al.,
2002). Meanwhile it has turned out that the resid-
ual KCC2 expression in the knock-down animals
represents the expression of a new KCC2 splice
variant, KCC2a, which contains, compared to the
previously described KCC2b, an alternative exon
1 (Uvarov et al., 2007). Both isoforms show a sim-
ilar transport efficacy, at least in assays based on
overexpression in human embryonic kidney cells
(Uvarov et al., 2007).

Despite the similar transport function, com-
parison of the knock-out and the knock-down
strains indicates that KCC2a and KCC2b have
distinct functions in the brain. The expression of
KCC2a in the knock-down strain is sufficient to
promote survival for up to three postnatal weeks,
but the absence of KCC2b leads to seizures dur-
ing this period. It seems that KCC2a, which is
expressed in the neonatal brain stem and spinal



cord at a level similar to KCC2b, is important for
some basic functions of these structures. It is worth
noting that KCC2b is essential for hyperpolariz-
ing glycinergic responses in auditory brain stem
neurons (Balakrishnan et al., 2003). In the mature
cortex, KCC2b is the dominant isoform (Blaesse
etal., 2009; Uvarov et al., 2007). When looking at
the published information on the expression pat-
terns of KCC2, one should bear in mind that the in
situ hybridization and immunohistochemical data
reflect the expression of both KCC2a and KCC2b,
because the mRNA probes as well as antibodies
used in these studies detect both isoforms.

The hypomorph mice with about 30% of the
wild-type KCC2 expression level are viable (Vilen
et al., 2001). The intercrossing of the KCC2~~ and
the hypomorph mice resulted in a reduction of the
KCC2 expression to 15%-20% of the wild-type
level (Tornberg et al., 2005). These compound het-
erozygous mice display normal locomotor activ-
ity and motor coordination. A significant increase
compared to the wild-type was found when anxi-
ety, seizure susceptibility, and spatial learning and
memory were analyzed. In contrast, the sensitivity
to thermal and mechanical stimuli was reduced.

ROLE OF NKCCI IN THE DEVELOPMENTAL
SHIFT IN E IN CORTICAL NEURONS

In cortical neurons, active Cl- uptake is medi-
ated by NKCC1, and this transporter accounts for
the depolarizing actions of GABA in immature
neurons (Achilles et al., 2007; Sipild et al., 2006b).
Pharmacological blockade of NKCCI1 by a specific
NKCC inhibitor, bumetanide, resulted in a ~-10 mV
shift in Egyp, in hippocampal pyramidal neurons,
resulting in a loss of the depolarizing GABA, cur-
rent driving force (Sipild et al., 2006b). A similar
observation (Sipild et al., 2009) was made in mice
with a disruption of the S/c12A2 gene coding for
NKCCI1 (Flagella et al., 1999). Hence, the devel-
opmental shift in £, is a result of the concerted
downregulation of NKCCI1 and upregulation of
KCC2.

Both functional and structural data indicate
that NKCCI1 and KCCs are coexpressed in cer-
tain types of mature neurons (Duebel et al., 2006;
Martina, Royer, & Pare, 2001; Marty & Llano,
2005; Vardi, Zhang, Payne, & Sterling, 2000;
Khirug et al., 2008). As noted above (Farrant &
Kaila, 2007), this seemingly paradoxical push—pull
design permits precise control of the set-point of

GABA

the intracellular ion concentration under various
physiological conditions (Roos & Boron, 1981).

Various subcellular expression patterns of
NKCC1 and KCC2-3 may produce intraneuronal
Cl- gradients (even under “resting” conditions) that
shape GABA-PSPs/PSCs in subcellular domains
(Duebel et al., 2006; Szabadics et al., 2006; Khirug
etal.,, 2008). The significance of E;,5, compartmen-
talization should be a major focus of future studies
on the ontogeny of E . It is evident that assign-
ing a singular £, value to a given neuron is not
correct—a more appropriate approach is to specify
the Egapy level of a given GABAergic input in the
postsynaptic neuron, because distinct GABAergic
interneurons in various brain structures target ana-
tomically distinct subcellular sites in postsynaptic
neurons (Freund & Buzsaki, 1996).

In a recent study, Tyzio et al. (20006) reported
that maternal oxytocin induces a transient hyper-
polarizing shift in Eg,g, to strikingly negative
values (up to =100 mV) in pyramidal neurons in
the rat pup hippocampus. The evidence presented
points to an oxytocin-induced block of NKCCI.
The authors suggest that such an effect protects
the newborn brain from anoxic—ischemic damage,
a condition that is a major cause of neurological
dysfunctions in humans (e.g., see Jacobs, Hunt,
Tarnow-Mordi, Inder, & Davis, 2007). Although
the observation of Tyzio and coworkers is exciting,
it is unclear whether such a mechanism would be
important in rats that do not appear to be prone
to birth-related anoxia. In addition, an extrapola-
tion based on data on the fetal primate (macaque)
hippocampus suggested that depolarizing GABA
responses and associated network events are
not present in the principal neurons of full-term
human babies (Khazipov et al., 2001). Oxytocin is
also known to block GABA,Rs (Brussaard, Kits,
& de Vlieger 1996), which would be expected to
suppress GABAergic depolarizations and conse-
quent intracellular Ca** transients in the immature
rat neurons (cf. Tyzio etal., 2006). Thus, the effects
of oxytocin on GABA ,Rs add another facet to the
spectrum of its actions on the perinatal rodent

hippocampus.

Development of HCO;3-dependent
Excitatory GABAergic Signaling

As noted above, E 5, is always more positive
than E(, and this is because all nucleated cells,
including neurons, maintain their intracellular
pH (pH,) at a level that is higher than what is pre-
dicted on the basis of a passive distribution of H*
ions. Under physiological conditions, the equilib-
rium potentials of H* and HCOj are equal and,
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most importantly, they have rather positive values
(because of the active regulation of pH,) of around
—10 to —15 mV. This means that the current carried
by HCOj is depolarizing (Kaila & Voipio, 1987).
The intracellular concentration of HCOj in a mam-
malian neuron is on the order of 15-20 mM.

In light of quantitative considerations based
on the Goldman-Hodgkin—Katz equation (see
Figure 2 in Farrant & Kaila, 2007), it is clear that
the effect of the HCO3 permeability on E 5, is
very small in neurons with a high [CI]; (such as
immature neurons and adult dorsal root ganglion
neurons), but in neurons with a low [Cl7];, HCO;3
can act as the main carrier of GABA ,R-mediated
current. This is often the case with, for example,
adult cortical neurons, which have a very nega-
tive resting membrane potential that is depolar-
ized by fast actions of GABA (Gulledge & Stuart,
2003; Kaila et al., 1993). Thus, KCC2 function
(or K—ClI cotransport in general, whichever iso-
form is involved), is a necessary but not sufficient
condition for hyperpolarizing IPSPs, as was clearly
stated in the original study on the role of KCC2 in
setting E;apa (Rivera et al., 1999). It is also obvi-
ous from considerations based on the Hodgkin—
Huxley voltage equation that in an intact neuron,
Ecaps can never attain values as low as =90 mV
(Farrant & Kaila, 2007). It is not possible to chal-
lenge basic thermodynamic quantifications using
electrophysiological data, and hence published
estimates of E¢,p, as low as =100 mV or even more
negative must reflect small but significant errors in
measurements of V, .

Neuronal acid extrusion that maintains the
HCOj3 reversal potential at its rather depolarized
level is carried out by Na*-coupled bicarbonate
transporters (NCBTs) and the Na*/H* exchang-
ers (Chesler, 2003; Jacobs et al., 2007; Parker &
Boron, 2008; Payne et al., 2003; Romero, Fulton,
& Boron, 2004). The Na*-independent anion
exchanger (AE3) that extrudes base equivalents in
the form of HCOj;" in exchange for Cl- is an “acid
loader” that takes up CI- and thereby can also
induce a positive shift of £, (Figure 6.2) (Romero
et al., 2004). In addition to these plasmalemmal
transporters, pH in neuronal tissue is modulated
by both extracellular and intracellular carbonic
anhydrases (CAs). The isomer that is first expressed
in cortical principal neurons is CAVIIL.

CAs are enzymes that catalyze the revers-
ible hydration of CO, into HCOj3 and hydrogen
ions. So far, 12 catalytically active CA isozymes
are known, and five of these show a cytosolic
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localization (Pastorekova, Parkkila, Pastorek, &
Supuran, 2004). During a large channel-mediated
net efflux of HCO;, the intracellular HCO;3 is
quickly replenished by the activity of a cytosolic
CA isoform (Kaila, Saarikoski, & Voipio, 1990;
Pasternack, Voipio, & Kaila, 1993). In neonatal
pyramidal neurons, CA activity is absent until
around P10, and thereafter a steep increase in
the expression of the CAVII isoform takes place
(Ruusuvuori et al., 2004). The expression of CAVII
modulates postsynaptic GABAergic responses in a
qualitative manner: the biphasic GABA response,
described earlier on, and the associated epileptiform
afterdischarges are dependent on intraneuronal CA
activity (see also Taira, Lamsa, & Kaila, 1997).

The CA-dependent excitatory GABAergic sig-
naling that is seen after P10 in the rat hippocam-
pus is largely caused by a rise in the extracellular
potassium concentration ([K*])) that is caused by
the HCO3/Cl™ anion shift in pyramidal neurons
(Kaila et al., 1997). The GABAergic [K'], tran-
sients are obviously nonsynaptic signals that do
not affect only those neurons that are postsynaptic
with regard to the stimulated ones, but the tran-
sient increase in [K'], has a strong depolarizing
effect on all nearby neurons, glial cells as well as on
presynaptic terminals (Kaila et al., 1997; reviewed
by Voipio & Kaila, 2000). This implies that intense
GABAergic transmission, such as seen during
high-frequency stimulation, may play a role in the
induction of long-term potentiation (Collingridge,
1992). Interestingly, high-frequency stimulation
does not induce LTP before P12 (Harris & Teyler,
1984; Jackson, Suppes, & Harris, 1993; Muller,
Oliver, & Lynch, 1989; see also Chabot et al.,
1996). After P12, intense GABAergic activity and
the associated CA-dependent [K*], transients are
also likely to be involved in the generation of epi-
leptiform activity (cf. Avoli, Louvel, Pumain, &
Kohling, 2005; Kaila et al., 1997; Stasheff, Mott,
& Wilson, 1993). Hence, the expression of intran-
euronal CA is likely to contribute to the high pro-
pensity for epileptogenesis that is characteristic of
the immature rat hippocampus, and CAVII may
prove to be an important target of antiepileptic
drugs (Vullo et al., 2005).

GABAergic Mechanisms in Emerging
Networks

As is amply evident from what has been
described so far, the role of GABAergic signaling in
brain development encompasses an extremely wide
spectrum of phenomena, and these will of course



manifest themselves at the systems level, that is,
in the functions of neuronal networks and in an
organism’s behavior. In fact, GABA’s role in the
formation of neuronal connectivity starts already
during the early stages of neurogenesis (Owens &
Kriegstein, 2002). Moreover, GABAergic transmis-
sion plays a key role during “critical periods” (see
Chapter 7 by del Rio and Feller in this volume),
when the nervous system is particularly prone to
both normal and aberrant types of input (Hensch,
2005; Kanold & Shatz, 20006; Katagiri, Fagiolini,
& Hensch, 2007; Katz & Crowley, 2002).

Depolarization-Mediated Trophic Actions
of GABA

In immature neurons, depolarizing GABAergic
signaling promotes action potential firing, opening
of voltage-gated Ca?* channels, and activation of
NMDA receptors (Ben-Ari, 2002; Fukuda et al,,
1998; Gao & van den Pol, 2001; Yuste & Katz,
1991). These responses lead to transient elevations
of intracellular Ca?* levels and activation of down-
stream intracellular signaling cascades, which are
central in mediating the trophic effects of GABA
during development (Owens & Kriegstein, 2002;
Represa & Ben Ari, 2005). Trophic effects of
GABA have been observed in vitro at various levels
of neuronal and network development including
DNA synthesis, migration, morphological mat-
uration of individual neurons, and synaptogen-
esis (Akerman & Cline, 2007; Behar et al., 1996;
Haydar, Wang, Schwartz, & Rakic, 2000; Liu,
Wang, Haydar, & Bordey, 2005; LoTurco et al.,
1995; Marty, Berninger, Carroll, & Thoenen,
1996; Marty, Wehrle, & Sotelo, 2000; Owens &
Kriegstein, 2002; Represa & Ben-Ari, 2005; Wolff,
Joo, & Dames, 1978). BDNF has been ascribed a
key role in the trophic actions of GABA (Berninger
et al., 1995; Marty et al., 2000). While it is clear
that neuronal activity is needed for the develop-
ment, fine-tuning, and maintenance of neuronal
network connectivity (Katz & Crowley, 2002;
Penn & Shatz, 1999), the significance of the spe-
cific findings on depolarizing actions in normal
neuronal development in vivo is, however, unclear.
Somewhat surprisingly, synaptogenesis and early
brain development is hardly affected in knock-out
mice where GABA synthesis, vesicular transport,
or vesicular release are eliminated (Ji, Kanbara,
& Obata 1999; Verhage et al., 2000; Varoqueaux
et al., 2002; Wojcik et al., 2006). On the other
hand, Cancedda, Fiumelli, Chen, and Poo (2007)

found that while neuronal migration was not

affected (but see Heck et al., 2007), morphological
maturation was markedly impaired in immature
neurons in vivo that were devoid of depolarizing
GABAergic responses. The developmental pat-
terns of GABAergic signaling, including trophic
actions on synapse formation and dendritic devel-
opment are repeated during adult neurogenesis in
the dentate gyrus in vivo (Esposito et al., 2005;
Ge et al., 2006; Tozuka, Fukuda, Namba, Seki, &
Hisatsune, 2005; van Praag et al., 2002). In light
of the preponderance of cell culture experiments on
the trophic mechanisms of GABA action, it is clear
that more in vivo work is needed.

Intermittent Network Events in the
Immature Central Nervous System

Spontaneous network events, that is, events that
are generated independently of sensory input, are a
salient feature of structures in the immature CNS,
for example, hippocampus, neocortex, spinal cord,
retina, brain stem, and thalamus (Adelsberger,
Garaschuk, & Konnerth, 2005; Ben-Ari, 2001;
Dupont, Hanganu, Kilb, Hirsch, & Luhmann,
2006; Feller, 1999; Fitzgerald, 1987; Garaschuk,
Linn, Eilers, & Konnerth, 2000; Gummer &
Mark, 1994; Ho & Waite, 1999; Kandler, 2004;
Khazipov et al., 2004b; Kilb & Luhmann, 2003;
Maffei & Galli-Resta, 1990; Meister, Wong,
Baylor, & Shatz, 1991; Moody & Bosma 2005;
O’Donovan, 1999; Pangratz-Fuehrer, Rudolph,
& Huguenard, 2007; Wang et al., 2007; Yuste,
Peinado, & Katz, 1992). Recently, spontaneous
events similar to those observed in animal experi-
ments were detected in the preterm human cortex
(Vanhatalo & Kaila, 2006; Vanhatalo et al., 2002,
2005). We prefer not to call these events network
oscillations, because in both noninvasive and inva-
sive electroencephalograms (EEGs), they are seen
as discrete events rather than ongoing oscillations
that evolve later during development (Vanhatalo &
Kaila, 20006).

A major issue for debate during the past decades
regarding spontaneous network events in imma-
ture neural structures is to what degree these early
patterns merely reflect the functional maturation of
the underlying neuronal network, or whether they
are intimately involved in sculpting and mainte-
nance of network connectivity and function (e.g.,
Dasen, Tice, Brenner-Morton, & Jessell, 2005;
Hamburger, 1963; Hinde, 1970). While there
is overwhelming evidence that network activity
contributes to network formation (see above), it
is imperative to identify the mechanisms of early
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spontaneous activity in order to understand their
specific consequences. Importantly, intermittent
events also exist in the adult brain; for example, in
rodents, sharp positive waves (SPWs) are produced

in the hippocampus during consummatory activity
and rest (Buzsaki, 1986).

Giant Depolarizing Potentials

Hippocampal spontaneous events in vitro were
originally recorded with intracellular electrodes in
slice preparations taken from neonatal rats. These
events were termed “giant depolarizing potentials®
(GDPs). After their initial discovery, GDPs have
been investigated extensively (reviewed in Ben-Ari,
2001; Sipild & Kaila, 2008). Examining the role of
GABAergic transmission in their generation may
shed light on phenomenologically similar (not nec-
essarily homologous) activity patterns elsewhere in
the brain.

CHARACTERISTICS OF GIANT DEPOLARIZING
POTENTIALS

Despite their name, GDPs are genuine net-
work phenomena. The acronym stands for the large
intracellular response seen in individual neurons
(Ben-Ari, Cherubini, Corradetti, & Gaiarsa, 1989),
and even the current that is recorded under voltage
clamp is also often called a “GDP,” again refer-
ring to the network nature of these events (Ben-
Ari, 2001). A major component of intracellular
GDPs in current- or voltage-clamp experiments is
blocked by GABA , receptor-antagonists and has a
rather positive reversal potential, which is at a simi-
lar level to the £ 5, in immature neurons exposed
to exogenous GABA, receptor agonists (Ben-Ari
etal., 1989). Moreover, the disappearance of GDPs
occurs in parallel with the developmental shift to
hyperpolarizing GABA, receptor-mediated trans-
mission in vitro (Ben-Ari et al., 1989; Khazipov
etal., 2004a). Hence, GABAergic transmission and
the interneuronal network have been proposed to
play a crucial role in GDP generation.

GDPs have been detected in hippocampal slices
from rats, mice, monkeys, and rabbits (Aguado
et al., 2003; Ben-Ari et al., 1989; Khazipov et al.,
2001; Menendez de la Prida, Bolea, & Sanchez-
Andres, 1996). They occur at various irregular
intervals ranging from seconds to minutes (Sipili,
Huttu, Soltesz, Voipio, & Kaila, 2005) and are
also seen in whole hippocampal preparations
(Leinekugel, Khalilov, Ben-Ari, & Khazipov,
1998). Both pyramidal cells and interneurons fire
during the network events (Ben-Ari et al., 1989;
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Khazipov, Leinekugel, Khalilov, Gaiarsa, &
Ben-Ari, 1997; Lamsa et al., 2000). Whereas
pyramidal cell firing is restricted to a time win-
dow of -0.5 s, the associated GABAergic cur-
rent component follows a somewhat longer time
course (Sipili et al., 2005). Various hippocampal
subregions (i.e., CAl, CA3, and dentate gyrus)
can generate GDPs even in isolation (Garaschuk,
Hanse, & Konnerth, 1998; Khazipov et al., 1997;
Menendez de la Prida, Bolea, & Sanchez-Andres,
1998), but the CA3 area has the highest propen-
sity for GDP generation (Ben-Ari, 2001). In the
whole hippocampus preparation, there is appar-
ently a gradient within the CA3 such that the sep-
tal pole seems to act as the pacemaker of GDPs
(Leinekugel et al., 1998).

GIANT DEPOLARIZING POTENTIALS: THE
IN VITRO COUNTERPARTS OF EARLY SHARP
WAVES

In the adult hippocampus in vivo, various net-
work rhythms (e.g., SPWswith ripples, theta, gamma)
are exhibited depending on the behavioural state of the
animal (Buzsaki & Draguhn, 2004; Buzsaki, Leung,
& Vanderwolf, 1983). They all have their own spe-
cific developmental profiles (Buhl & Buzsaki, 2005;
Karlsson & Blumberg, 2003; Lahtinen et al., 2002;
Leblanc & Bland, 1979; Leinekugel et al., 2002;
Mohns, Karlsson, & Blumberg, 2007), but the SPW
is the earliest pattern that has been characterized in
vivo (Leinekugel et al., 2002). In the rat, SPWs occur
already during the early postnatal period, when they
are not associated with ripples (Buhl & Buzsaki,
2005; Mohns et al., 2007) but are sometimes fol-
lowed by a “tail” event consisting of multiunit bursts
(Leinekugel et al., 2002).

GABAergic depolarization has been proposed
to be crucial for GDP generation (see previous sec-
tion) while SPWs in adults are generated by the
network of glutamatergic CA3 pyramidal neurons
interconnected by recurrent collaterals (Buzsaki,
1986). Hence, a crucial question is whether there is
a major reorganization in the hippocampal neuro-
nal network during development in such a way that
GDP/SPWs are generated by interneurons in the
neonatal rat and by pyramidal cells in the adult.
In contrast to this view, we present evidence that
GDPs are, in fact, paced by intrinsically bursting
pyramidal neurons and, hence, are likely to be in
vitro counterparts of neonatal in vivo SPWs.

As described above, GABA has a context- and
also dose-dependent “dual” effect in immature
neurons: its action can be excitatory or inhibitory.



For instance, while a bath application of GABA R
agonists initially leads to an increase in GDP fre-
quency, a high concentration of these drugs even-
tually blocks the network events (Khalilov et al.,
1999; Lamsa et al., 2000; see also Wells, Porter,
& Agmon, 2000). On the other hand, GABA,R
antagonists typically reduce the frequency of spon-
taneous network events but cause an increase in
their amplitude (Lamsa et al., 2000; Sipili et al.,
unpublished observations). That
GABAergic signaling has a facilitatory action on
GDPs is supported by the finding that the NKCC1
inhibitor, bumetanide, blocks GDPs and abolishes
the depolarizing driving force for GABA in imma-
ture CA3 pyramidal neurons (Sipild et al., 2006b).

A clear-cut approach to examine the role of
GABA in GDP generation is to block GABA,Rs,
which, of course, abolishes the GABAergic cur-
rent associated with GDPs. Under these condi-
tions, spontaneous network events are typically
observed at a lower frequency than the ones seen
in control. This effect of GABA R antagonists has
often been interpreted to block the “GABAergic”
GDPs and subsequently induce “interictal” events
driven by pyramidal neurons (Ben-Ari et al., 1989;
Khazipov et al., 1997, 2001; Safiulina, Kasyanov,
Giniatullin, & Cherubini, 2005). Nevertheless,
there is no evidence that the original pacemaker
mechanism is fundamentally different in the pres-
ence of GABA R antagonists. In fact, several lines
of evidence, described below and elsewhere (Sipild
& Kaila, 2008), support the opposite conclusion:
that the pacemaking mechanism itself remains

depolarizing

largely unchanged in the presence or absence of
GABAergic transmission.

A strong argument against the view that an
interneuronal, GABAergic network generates
GDPs is that these events are completely blocked
by antagonists of ionotropic glutamate receptors.
Notably, this block is achieved by specific AMPA
receptor antagonists (Bolea, Avignone, Berretta,
Sanchez-Andres, & Cherubini, 1999), and a com-
bined application of AMPA and NMDA antago-
nists gives the same result (Ben-Ari et al., 1989;
Gaiarsa, Corradetti, Cherubini, & Ben-Ari, 1991;
Hollrigel, Ross, & Soltesz, 1998; Khazipov et al.,
2001; Lamsa et al., 2000; Sipild et al., 2005; see
also Safiulina et al., 2005). Thus, the generation of
GDPs is strictly dependent on glutamatergic but
not on GABAergic transmission.

The effects of depolarizing GABA on neuro-
nal spiking are strongly influenced by the intrin-
sic properties of target neurons. In the presence of

the glutamatergic blockers, immature CA3 neu-
rons are spontaneously active and fire in bursts,
which occur with a temporal pattern similar to
GDPs (Sipild et al., 2005). However, the sponta-
neous activity of the individual pyramidal neurons
is suppressed by GABA R antagonists, a fact that
can be readily explained by the tonic and synaptic
GABAergic inputs that depolarize these cells (Sipild
et al., 2005). These data provide a parsimonious
explanation for the role of GABAergic signaling
in GDP generation: voltage-dependent intrinsic
bursting of immature CA3 pyramidal neurons
(Menendez de la Prida & Sanchez-Andres, 2000)
is facilitated by tonic and synaptic GABAergic
depolarizing inputs that, therefore, play a “permis-
sive” role in GDP generation (Sipild et al., 2005).
While these results show that GABAergic trans-
mission is, by definition, clearly excitatory since
it increases the probability of firing, the temporal
pattern of pyramidal cell bursts is primarily dic-
tated by intrinsic conductances such as a persistent
Na* current and a slow Ca?*-activated K* current
(Sipild, Huttu, Voipio, & Kaila, 2006a). Whether
intrinsically bursting principal neurons generate
GDPs also in the isolated CAl area and the den-
tate gyrus (see Menendez de la Prida et al., 1998)
remains to be studied in future work. That the
“GDP pacemaker” is functionally downstream of
GABAergic signaling is further supported by the
finding that a tonic activation of GABA,Rs pro-
motes the occurrence of GDPs even in the absence
of synaptic GABAergic transmission (Sipild et al.,
2005). In line with this, the blocking effect of
GABA R antagonists on GDPs can be consistently
unblocked by membrane depolarization imposed
by elevation of extracellular K* concentration
(Sipild et al., 2005)—a maneuver that conveys no
temporally structured input whatsoever.

In summary, GABAergic signaling increases
the probability of burst initiation in CA3 pyra-
midal neurons via temporally nonpatterned
(non-pacemaking) depolarization and thereby
promotes the occurrence of GDPs. The conclusion
that GDPs are driven by the network of intrinsi-
cally busting pyramidal neurons is fully consis-
tent with the idea that these events are the in vitro
counterparts of neonatal SPWs. This is further
supported by the finding that both the in vitro
and in vivo events are blocked by the NKCCl1
inhibitor, bumetanide (Sipild et al., 2006b). The
mechanisms underlying the generation of GDPs
and SPWs are summarized in Figure 6.3. From a
more general point of view, the bursting activity
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Figure 6.3 Developmental profiles of GABAergic signaling and of the generation of intermittent network events (in vitro GDPs

and in vivo SPWs) in the rat hippocampus. Developmental milestones of pyramidal neurons: The tonic mode of GABA , receptor

signaling emerges in the absence of synapses, and functional glutamatergic synapses appear after GABAergic ones. GABA \Rs
mediate depolarizing Cl~ currents in immature pyramidal neurons, and a shift to hyperpolarizing currents is seen during the

second postnatal week. The current component that is carried by HCOj;~ is depolarizing, irrespective of developmental stage, but

it has a significant action on GABAergic responses only at around P12 and later. Developmental milestones at the network level:

The occurrence of GDPs decreases as the GABA ,-receptor mediated action shifts from depolarizing to hyperpolarizing. The ability

of mature CA3 pyramidal neurons to generate GDPs is enhanced under conditions where the strength of functional recurrent

connections is increased or the efficacy of GABAergic inhibition is decreased. In vivo, SPWss are the first endogenous pattern of

activity seen during ontogeny. The development of SPWs is further characterized by the emergence of high-frequency “ripple”

oscillations. The approximate developmental time scale includes the late embryonic period (E) and the postnatal period from PO

(postnatal day 0; time of birth) to P20.

of pyramidal neurons appears to pace spontane-
ous physiological as well as pathological network
events throughout hippocampal development.

COMPARISON OF NEONATAL NEOCORTICAL
AND HIPPOCAMPAL NETWORK EVENTS

Recent data indicate that the role of GABAergic
transmission is somewhat different in the genera-
tion of the early network events in the neocortex
compared to the hippocampus. Neocortical net-
work events with a relatively long duration have
been called “slow activity transients” (SATs) in the
human (Vanhatalo et al., 2005) and these events
include “spindle bursts” in the rodent neocortex
(Hanganu, Staiger, Ben-Ari, & Khazipov, 2007;
Khazipov et al., 2004b). In electrophysiological
recordings in the rat barrel cortex, the probability of
spindle-burst initiation is not reduced by GABA,,R
antagonists or the NKCC1 blocker, bumetanide
(Minlebaev, Ben-Ari, & Khazipov, 2007). On the
other hand, the duration and amplitude of the net-
work events is increased by GABA R antagonists
in the hippocampus (Lamsa et al., 2000), which
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is similar to observations in the barrel cortex
(Minlebaev et al., 2007). Another notable similar-
ity between neocortical and hippocampal popula-
tion events is that they are both strongly inhibited
by AMPA/kainate antagonists (Minlebaev et al.,
2007), which points to a key role for principal neu-
rons in the generation of the intermittent network
patterns.

From Intermittent Events to Ongoing
Oscillations

Oscillatory network patterns occurring within
theta, gamma, and ripple frequency ranges appear
after the emergence of intermittent SPWs during
hippocampal development (Buhl & Buzsaki, 2005;
Karlsson & Blumberg, 2003; Karlsson, Mohns, di
Prisco, & Blumberg, 2006; Lahtinen et al., 2002;
Leblanc & Bland, 1979; Leinekugel et al., 2002;
Mohns et al., 2007). GABAergic mechanisms and
the interneuronal network are heavily implicated
in the patterning of hippocampal theta and gamma
thythms as well as sharp-wave associated ripple

events (Bartos, Vida, & Jonas, 2007; Bragin et al.,



1995; Klausberger et al., 2003; Somogyi &
Klausberger, 2005; Tukker, Fuentealba, Hartwich,
Somogyi, & Klausberger, 2007; Vida et al., 2006;
Ylinen et al., 1995a, 1995b). However, more stud-
ies are needed to elucidate the specific roles for
different aspects of GABAergic signaling ranging
from various interneuron subtypes to ionic reg-
ulation in the ontogenesis of oscillatory network
patterns.

The molecular and cellular mechanisms that are
required for the emergence of ongoing oscillatory
activity in cortical structures most likely reflect
changes in the various modes of GABAergic trans-
mission reviewed here, and also in the protracted
development of the interneuronal network (Danglot
etal., 2006). It is likely that an efficient strategy to
examine this transitory developmental period is to
transfer ideas from the vast literature that is avail-
able on oscillatory activity in the mature brain and,
in particular, on the roles of GABA in the genera-
tion of neuronal network oscillations.
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